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Abstract
The aim of this study is to evaluate the accuracy, reliability and reproducibility of measurements made on digital models obtainedusing OrthoAnalyzer (3Shape, Copenhagen, Denmark) and Materialize 3-matic (MIMICS®, Leuven, Belgium) software bycomparing them with measurements made on dental plaster models. The teeth of 50 individuals were measured and plastermodels were obtained. In addition, digital images were obtained from the patients with Trios intraoral scanner. A total of 30 linearmeasurements were made using OrthoAnalyzer and Materialize 3-matic software, including the mesiodistal width of the teeth,arch perimeter, intercanine and intermolar distances. All measurements were made by two different examiners. For the first andsecond measurements of the first examiner, intraexaminer reliability was calculated using intra-class correlation coefficients(ICCs), two-way mixed model, consistency type. The largest mean difference between Materialize 3-matic and calipermeasurements was -0.136 mm in maxillary right first premolar and maxillary left lateral incisor. The smallest mean differencewas -0.0029 mm in the mandibular left lateral incisor. In transverse measurements, the largest mean difference was found in theupper intercanine distance of 0.117 mm, and the smallest mean difference was -0.0086 mm in the upper intermolar distance. Thelargest mean difference between OrthoAnalyzer and caliper measurements was 0.107 mm in the maxillary right lateral incisor, andthe smallest mean difference was -0.0049 mm in the maxillary left lateral incisor. Linear distance measurements withthree-dimensional digital models are a valid, reliable and reproducible method compared to plaster models.
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Introduction

For a successful orthodontic treatment, it is very important to makea detailed planning and model analysis. The literature states thatdental model analysis should be performed before treatment for allpatients who will undergo orthodontic treatment 1. Thus, the ex-isting malocclusion can be accurately evaluated to achieve an idealocclusal closure. The traditional method in dental model analysisis to take the measurements of the patient’s teeth and to obtainplaster models from these measurements. Dental analyses on theplaster model are made using a compass or caliper. With the devel-opments in computer technology, it has become possible to makeorthodontic diagnoses and treatment planning using digital mod-els. Routine measurements can be made digitally for orthodonticdiagnosis, overjet, overbite, tooth dimensions, arch lengths, and

transversal distance measurements. In dental model analysis forthese measurements, plaster models have been accepted as the goldstandard for many years 2.
However, plaster models have many disadvantages. Amongthese issues are that models can be lost, broken, deformed overtime, and require physical storage space 2. To overcome these dis-advantages, three-dimensional digital models have been developedin recent decades. Digital orthodontic models have such advantagesas archiving and accessibility, no risk of breakage or wear, easythroughput transfer between physicians, and obtaining diagnosticinformation equal to or better than plaster models. Furthermore, itis easier to make changes on the digital model throughput than onthe plaster model, and it is possible to enlarge digital models andcreate precise cross-sectional images 2,3.
Digital models can be obtained by direct or indirect methods.
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Indirect methods get going with taking dental impressions, andthen digital models can be obtained by imaging the plaster modelswith laser scanning or computed tomography. In the direct method,an intraoral scanner is used to directly scan the patient’s mouth.This method eliminates the risk of aspiration of the impressionmaterial. It also makes modeling easier for patients with a gagreflex or cleft lip-palate 4.
After the introduction of the computer-aided design/computer-aided manufacturing (CAD/CAM) system to the field of dentistryin 1989, several intraoral scanning devices have taken their placein the market 5. Today, many intraoral scanners are used in or-thodontics, such as iTero (Align Technologies), Trios (3Shape),True Definition (3M ESPE), CEREC Omnicam (Sirona), CS 3600(Carestream Dental), and Materialise 3-Matic (Mimics) 6.
All conventional measurements can be made on digital mod-els and can achieve the accuracy needed for various dental analy-ses 7. Accuracy and reproductibility of measurements of teeth inthe dental arch are affected by many factors such as the tilt, rota-tion, anatomical variation of the teeth, and the variability of theexaminers 8. Therefore, the accuracy, reliability, and reproducibil-ity of different measuring devices and applied techniques shouldbe evaluated.
In the literature, there are studies evaluating the accuracy andreliability of digital models using various methods 3,9–16. Mostof the existing studies have used different browsers and differentsoftware programs 15,17.
It should not be assumed that all software that measures or-thodontic models will produce the same level of clinically acceptableresults. For this reason, it would be useful to evaluate the compari-son of measurements made between different software programs.To the best of our knowledge, for example, no study in the literaturecompares the Materialise 3–Matic (Mimics, Leuven, Belgium) withother software. In the study we had planned to do manual mea-surements on traditional plaster models taken from patients witha digital caliper were compared with digital model measurementsmade with two different programs, namely OrthoAnalyzer (3Shape,Copenhagen, Denmark) and Materialise 3-Matic (Mimics, Leuven,Belgium). Thus, three measurements were made, evaluating theaccuracy, reliability, and repeatability of these measurements. Ourstudy also aimed to compare the measurements obtained with eachother.

Material and Methods

Ethical approval was obtained for our research by the health re-search authority in October 2022 (reference: 2022/6). Power analy-sis was used to calculate the sample size, and to do this the researchof Naidu 1 was taken as a basis. The results—alpha error=0.05, betaerror=0.20, effect size 0.7—suggested that at least 20 participantswould be sufficient. In the end, 50 volunteer participants aged be-tween 18 and 24 were included in our study.
These were the inclusion criteria:

• All permanent teeth from the right first molar to the left firstmolar were in the mouth and had erupted.• Interproximal caries, conservative or prosthetic restorations,and occlusal abrasions that may affect tooth widths were absent.• Also absent were developmental or structural deformities, suchas macrodontia or microdontia in the teeth.• Finally, there was an absence of periodontal problems that mayaffect the localization of the approximal contact surfaces.• The orthodontic treatment of the voluntary participant had justbeen completed.
Models were created using two different methods. In the firstmethod, plaster models were obtained by taking measurementsof the 50 participants with alginate. In the second method, 3D

Figure 1. OrthoAnalyzer measurements. A. Tooth width measurements. B. Transver-
sal measurements. C. Arch perimeter measurements

Figure 2. Materialise 3-matic program measurements. A. Tooth width measure-
ments. B. Transversal measurements. C. Arch perimeter measurements

Figure 3. Caliper measurements. A. Tooth width measurements. B. Transversal
measurements. C. Arch perimeter measurements

digital models were created using the Trios (3Shape, Copenhagen,Denmark) intraoral scanning device. The created digital modelswere also loaded into the Materialise 3-Matic (Mimics, Leuven,Belgium) program in stereolithography (STL) format. ( Figure1 andFigure2 )
A digital caliper (Mitutoyo, Tokyo, Japan) was used to measureon the plaster models. The tips of the caliper are sharpened for eas-ier placement in the interproximal areas of the teeth. All measure-ments on digital models were made using both the OrthoAnalyzerand the Materialise 3-Matic version 15.0 software programs. Thezooming, rotating, and panning features of both programs werefully exploited so that the teeth could be properly displayed. ( Figure3 )
All measurements were made in both arches, and all incisors,canines, premolars, and first molars were included in the measure-ments. Measurements made on plaster and digital models weremesiodistal tooth widths, arch circumference, intermolar distance,and intercanine distance. The definitions of these measurementsare given in Table 1.
The measurements were carried out by two experienced ex-aminers working independently of each other. The primary ex-aminer measured all models in duplicate using all three measure-ment methods. Measurements were made two weeks apart. Thesecondary examiner measured once using all three measurementmethods. All examiners were blinded to the identity of the modelsby assigning a random number to the models for all of the measure-ments.
In this study, accuracy was accepted as the degree of compati-bility of the values measured in the digital system with the calipermeasurements. Measurements made with caliper on the plaster
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Figure 4. Schematic illustration showing how the measurements of 2 examiners were used for the various investigations.

Table 1. Measurement Definitions
Measurement Definition
Mesiodistal tooth width It was defined as the maximummesiodistal diameter of each crownmade parallel to the occlusal andlabial/buccal surfaces of the teeth.Intercanine distance It was defined as the transversedistance between the crown tips of theright and left permanent canines.Intermolar distance It was defined as the transversedistance between the mesiobuccaltubercle tips of the right and leftpermanent first molars.Arch perimeter Arc length was measured with thesegment arc approximation. It wasdefined as the sum of the lineardistance from the mesial of thepermanent first molar to the apex of thecanine tubercle and the linear distancefrom the apex of the canine to the pointof contact of the incisors of the centralteeth in the right and left hemispheres.

model were taken as real values. Reliability was determined as thedegree to which the measurements were reproducible at differenttimes under the same conditions. Reproducibility is the degreeof closeness between independent results obtained by measuringthe same models with the same method by different examiners. Itrefers to the ability of a measurement technique to be accuratelyreproduced by another examiner 1. The methodology of the studyis shown in Figure 4.

Statistical Analysis

All measurements were recorded in Excel, Version 2010 (Microsoft,Redmond, WA, USA). Statistical analyses were performed using IBMSPSS V21.0 software (IBM, Armonk, NY, USA) and Jamovi Version

2.2.5 (open-source statistical software).
Intra-/ and interexaminer reliability were calculated for totaltooth widths, upper intercanine distance, upper intermolar dis-tance, upper arch dimension, lower intercanine distance, lowerintermolar distance, and lower arch dimension.
Intraclass correlation coefficients (ICCs) for the first and secondtrial measurements of the primary examiner were calculated todetermine the intraexaminer reliability using a two-way mixed-model, consistency type.
By taking the average of the measurements of the primary ex-aminer, the interexaminer reliability of the measurements betweenthe primary examiner and the secondary examiner was calculatedusing a two-way random-model, absolute-agreement type.
The average of the first and second measurement taken from theprimary examiner for each technique was used in statistical anal-ysis. Descriptive statistics were calculated as mean and standarddeviation (SD) for caliper and digital methods. The normality ofthroughput distribution was evaluated using histograms, normal-ity curves, and the Kolmogorov–Smirnov test. The homogeneity ofvariance was determined using Levene’s test.
For comparison of measurements using the caliper methodwith measurements using the digital method, a paired sample ttest was used for parametrically distributed throughput, and theWilcoxon signed-rank test was used for nonparametrically dis-tributed throughput. In all cases, p-values of <0.05 were acceptedas statistically significant.
By averaging the first and second measurements taken by theprimary examiner for each technique, Bland–Altman analysis 1was used to compare the techniques (caliper and OrthoAnalyzer;caliper and Materialise 3-matic) in terms of total tooth widths, up-per intercanine distance, upper intermolar distance, upper archdimension, lower intercanine distance, lower intermolar distance,and lower arch dimension. The mean difference between caliperand digital techniques, the standard deviations of differences, andthe limits of agreement were examined.
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Figure 5. The Bland–Altman plot of the consistency of the caliper and Materialise 3-matic. The X-axis represents the means of the caliper and Materialise 3-matic. The Y-axis
represents the differences between the caliper and Materialise 3-matic. The solid line in the purple area indicates zero bias. The dashed line in the purple area indicates the
estimate of bias. The dashed line in the green area indicates the upper limit of agreement (Mean of difference+(1.96*standard deviation of difference)). The dashed line in the
green area indicates the upper limit of agreement (Mean of difference+(1.96*standard deviation of difference)). The dotted lines next to the bias and the dotted lines next to
the limits of agreement depict 95% confidence intervals. Differences and means were represented as one point for each patient. A: Total tooth width, B: Upper intercanine
distance, C: Upper intermolar distance, D: Upper arch dimension, E: Lower intercanine distance, F: Lower intermolar distance, G: Lower arch dimension

Results

ICC values less than 0.5 are indicative of poor reliability, valuesbetween 0.5 and 0.75 indicate moderate reliability, values between0.75 and 0.9 indicate good reliability, and values greater than 0.9indicate excellent reliability. Intra¬ and inter¬ rater reliability wasfound to be excellent for all measurements in each method (ICC ≥.959) 18.
Table 2 shows the differences between the manual and digitalmeasurements of each tooth. There were statistically significantdifferences between the caliper and Materialise 3-matic in all max-illary tooth width measurements except 24 (P<0.05), and betweenthe caliper and OrthoAnalyzer in teeth 14, 12, 24, 25, 26, and 34(P<0.05). The largest mean difference between caliper and Materi-alise 3-matic was -0.136 mm at the maxillary right first premolarand the maxillary left lateral, and the smallest mean difference was-0.0029 mm at the mandibular right canine.
There were statistically significant differences between thecaliper and OrthoAnalyzer in teeth 14, 12, 24, 25, 26, and 34 (P<0.05).The largest mean difference between the caliper and OrthoAnalyzerwas 0.107 mm at the maxillary right lateral, and the smallest meandifference was 0.0084 mm at the right canine. Table 3 shows thedifferences between the caliper and Materialise 3-matic for totaltooth width, and the lower and upper arch measurements. Therewere statistically significant differences between the caliper andthe Materialise 3-matic method in terms of total tooth width, upperintercanine distance, upper intermolar distance, and lower inter-molar distance (P<0.05). The largest mean difference was 0.117 mmat the upper intercanine distance, and the smallest mean differencewas -0.0059 mm at the lower arch dimension. The Bland–Altmanplots are visualized inFigure 5.
Table 4 shows the differences between the caliper and Ortho-Analyzer for total tooth width and lower and upper arch measure-ments. There were no statistically significant differences betweenthe caliper and the OrthoAnalyzer method in total tooth width andlower and upper arch measurements (P>0.05). The largest meandifference was 0.0651 mm at the upper intercanine distance, andthe smallest mean difference was -0.0001 mm at the lower inter-canine distance. The Bland-Altman plots are visualized in Figure6.

Discussion

As far as is known, this study compares the digital model measure-ments made with the Materialise 3-matic and OrthoAnalyzer soft-ware programs and the measurements made with a digital caliperon the plaster model. It is also the first study to evaluate the accu-racy, reliability, and reproducibility of these measurements. Theobtained results show that the measurements made with both theOrthoAnalyzer software program and the Materialise 3-matic soft-ware program are valid, reliable, and reproducible.
Interexaminer variability may lead to different results in mea-surements made with caliper on the plaster model or digitally onthe computer 16. In the measurements made on the plaster model,different examiners can place the caliper tips at different points onthe model. In digital models, the measurements made by differentexaminers may vary according to the position of the two pointsselected with the mouse on the computer screen. Therefore, it isimportant to evaluate the inter-measurement accuracy of two dif-ferent examiners. Due to the difficulty in determining the correctwidths of teeth in a crowded mouth, participants who had just fin-ished orthodontic treatment and had no crowding were included inthis study to minimize measurement errors that could be made bydifferent examiners.
In many studies, plaster models were accepted as the gold stan-dard, while the accuracy of digital models was evaluated with var-ious measurements. Fleming et al. reported 0.01–0.3 mm aver-age difference in the mesio-distal dimensions of teeth in their re-view 2,19–21. It has been reported in the literature that deviations ofless than 0.3 mm in tooth dimensions are clinically acceptable 1,8,19.In our study, the highest statistically significant difference betweenthe caliper and the Materialise 3-matic measurements was -0.13mm, and this difference was found in teeth 14 and 22 (Table 2).It was determined that the highest difference between the caliperand the OrthoAnalyzer measurements belonged to tooth number12 and that said difference was 0.10 mm (Table 2). According tothe orthodontic literature, it was concluded that although thesedifferences in our study were statistically significant, they were notclinically significant.
Other parameters evaluated in this study are intercanine andintermolar distance measurements. The differences between thegroups in transversal measurements in our study are given in Table3 and Table 4. Significant findings in these tables range from -0.005to 0.117 mm. In the literature, it has been reported that the mean
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Figure 6. The Bland–Altman plot of the consistency of the caliper and OrthoAnalyzer. The X-axis represents the means of the caliper and OrthoAnalyzer. The Y-axis represents
the differences between the caliper and OrthoAnalyzer. The solid line in the purple area indicates zero bias. The dashed line in the purple area indicates the estimate of bias.
The dashed line in the green area indicates the upper limit of agreement (Mean of difference+(1.96*standard deviation of difference)). The dashed line in the green area
indicates the upper limit of agreement (Mean of difference+(1.96*standard deviation of difference)). The dotted lines next to the bias and the dotted lines next to the limits of
agreement depict 95% confidence intervals. Differences and means were represented as one point for each patient. A: Total tooth width, B: Upper intercanine distance, C:
Upper intermolar distance, D: Upper arch dimension, E: Lower intercanine distance, F: Lower intermolar distance, G: Lower arch dimension

differences in studies evaluating the maxillary and mandibular in-tercanine and intermolar distances are between 0.04 and 0.4 mm.The transversal findings in our study are in this range, so the valuesfound in our study being in this range, they are clinically insignif-icant 19. Therefore, the differences in the comparisons betweengroups were found to be statistically significant but not clinicallysignificant. All these findings in Table 2, Table 3 and Table 4 showthe accuracy of the measurements made with the OrthoAnalyzerand Materialise 3-matic programs.
In this study, the reliability and reproducibility of these two pro-grams were also investigated. Reliability refers to the consistency ofa measured value. In the literature, an ICC value below 0.5 has beenreported as having low reliability, between 0.5 and 0.75 as moderate-to-good reliability, and above 0.75 as excellent reliability 18. In ourstudy, this scale was used to evaluate reliability. It was found thatthe ICC values between the first and second measurements for allparameters in the maxilla and mandibula in Table 5 were quite highin all groups. ICC values above 0.90 in all groups in both jaws showthat measurements made manually with a digital caliper or digi-tally with the OrthoAnalyzer or the Materialise 3-matic programare highly reliable and repeatable.
In our study, when the accuracy of the digital model and plastermodel groups were evaluated, there were statistically significantdifferences in some parameters, but these differences were not clin-ically significant. It has been found that scanning using an intraoralscanner is not affected by ambient conditions such as blood, saliva,or humidity, and it has also been found that the accuracy of bothdigital

Conclusion

In conclusion, the students with higher dental education levelsscored higher in self-reported oral health behavior. There weredifferences between Turkish dental students and other studentsfrom different countries when the findings were compared with theliterature. The presence of students’ education as well as changesin curricula may be causing these differences. For this reason, suchstudies can be carried out on a university basis to make the oral anddental health behavior of dental students positive and to improvethe oral health of the community and the insufficient points in thecurriculum can be strengthened.
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