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Öz 

Bu çalışmanın amacı, görüntüleri sınıflandırmak için kullanılan popüler evrişim sinir ağı modellerinin arasındaki performans 

farklılıklarını bulmaktır. Bunun için, YOLO modelinin farklı versiyonları üzerinde bir vaka çalışması yürütüldü. Bu çalışma için yeni 

bir veri seti oluşturulmuştur. Oluşturulan veri setinde, 918 adet tavuk, horoz ve civciv görüntülerini içeren kümes hayvanı fotoğrafları 

bulunmaktadır. Veri kümesinin % 80'i eğitim % 20 test olarak ayrılmıştır. Eğitim ve test veri kümelerindeki kümes hayvanlarının 

görüntüleri manuel olarak etiketlendi.  Eğitim veri kümelesindeki görüntüler YOLOv3-tiny, YOLOv3, YOLOv4-tiny, YOLOv4, 

YOLOv5s, ve YOLOv5x modelleri kullanılarak eğitim tamamlandı. Kümes hayvanı tespiti için YOLOv5' modeli ile elde edilen 

sonuçlar diğer popüler CNN mimarisi sahip olan YOLOv3 YOLOv4 modelleri ile karşılaştırılmıştır. Sonuç olarak YOLOv5x(XLarge 

Depth(derinlik)) modeli  0,5 IOU'da %99,5 ortalama hassasiyetle en yüksek doğruluk oranı bulunmuştur.  

 

Anahtar Kelimeler: YOLO, Görüntü İşleme, Evrişimsel Sinir Ağları, Performans Karşılaştırma, Kümes Hayvanı Tanıma, Bilişim 

Sistemleri, Sistem Geliştirme 

YOLOv3, YOLOv4 ve YOLOv5 Algoritmalarının Performans 

Karşılaştırması: Kümes Hayvan Tanıma İçin Bir Vaka Çalışması 

Abstract 

The aim of this study is to classify poultries using popular convolutional neural network models. The different YOLO models are 

experimented to find best YOLO models in terms of performance. For this purpose, a case study was conducted on different versions 

of the YOLO model. A new dataset has been described in this study. In the dataset, there are 918 photos containing chickens, cockerel, 

and chicks. The dataset split into %80 training set and %20 test set. The images of poultries in the training and test datasets were 

manually annotated and those in the training dataset were used to train the YOLOv3-tiny, YOLOv3, YOLOv4-tiny, YOLOv4, 

YOLOv5s, and YOLOv5x Models. The results of using YOLOv5 for poultry detection are compared with other popular CNN 

architectures, YOLOv3, YOLOv4 models. The results show that YOLOv5x (XLarge depth) model records the highest accuracy, 

resulting in a mean average precision at 0.5 IOU of %99.5.  
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1. Introduction 

Nowadays, with the developing Graphics Processing Unit 

(GPU) technology, image processing and object detection 

applications can be adapted in many fields. Deep learning 

technologies have become more popular with the increase in 

computing and capacity of GPU processors. There are many 

studies such as the perception of people walking on the road 

(Ahmed and Jeon, 2021), the presence of weeds in the field (Şin 

and Kadıoğlu, 2019), the detection and counting of vehicles in 

traffic, and the detection and counting farm animal such as cow, 

goat and sheeps (Kıvrak et al., 2020). 

While it is easy for humans to recognize objects that they 

know they have seen before, however it is more difficult for 

computers to distinguish objects. Supported by deep learning 

algorithms, the detection of objects can be done by computers 

with a high success rate. Detection and tracking of objects can 

be done by determining many attributes of the object (Tan et al., 

2021, 160). 

With the increase in labelled data, which is important in this 

field, deep learning algorithms have been used to give meaning 

to the data.  A large amount of data is used and it provides the 

desired performance without the need to manually extract the 

feature of the image (Tian et al., 2019: 2).  

Object detection, one of the sub-topics of image processing, 

has an important place in computer vision applications. 

Therefore, object detection algorithms are based on supervised 

learning and artificial neural networks which has great interest in 

deep learning (Jubayer et al., 2021; Mathew and Mahesh, 2021). 

Object detection is process of the locating of certain objects in 

an image or video (Mutludoğan,2020:17). In the process of 

detecting the object, the object must be found in the image and 

its position must be determined. Detection and recognition of 

objects in the image is one of the most researched problems in 

image processing due to reasons such as changes in pose of 

objects, complexity and class diversity (Şimşek et al., 2019:634). 

One of the models used in deep learning is Convolutional 

Neural Networks (CNN). CNN is a special model of a multilayer 

artificial neural network inspired by biological processes. This 

model, which is designed to recognize patterns from the pixels 

of the image, is a feed-forward artificial neural network that 

combines feature extraction and classification (Dandıl et al., 

2019, 181). Today, CNN is the most efficient and widely used 

for object detection (Estaban et al., 2021). 

In this study, YOLOv3, YOLOv4 and YOLOv5 models and 

its sub models, which are deep learning models, were compared 

to determine the most suitable algorithm for detecting poultry. 

The rest of the work is organised as follows. In the second part, 

materials and methods are explained in the context of dataset, 

cnn models, evaluation metrics, software and hardware used. In 

the third part, the results obtained from the experiments are 

stated and give insights about them. In the last part, the result of 

the study are discussed and offer some suggestions for further 

research. 

 

 

 

2. Material and Mehod 

Materials and methods are discussed in this section. It 

describes the experiments in terms of the dataset, software, 

hardware, and evaluation metrics. 

2.1. Dataset 

A custom dataset was created by collecting chickens, 

cockerel, and chicks via google search tool. The dataset contains 

918 images. An image can contain more than one poultry.  

The poultry in the images in the dataset were labelled with 

the help of the LabelMe annotation tool (Kentaro,2016). 

Rectangular bounding box technique was used as the labelling 

method. Because, YOLO algorithms work with such rectangular 

labelled data. Labelling was completed by giving the class 

names of the relevant poultry name each drawn rectangular 

bounding box. An instance of image labelling with the labelme 

tool is shown in the Figure 1. The names of these classes are 

“chicken”, “cockerel”, “chick”. After the completion of the 

tagging process, all tagged images and text files containing the 

coordinates of the bounding boxes were collected in a folder. 

The number of labeled class of each poultry are follows: 514 

chicks, 652 chickens, and 276 cockerels. 

Figure – 1 An example of labelled data within the dataset 

 

2.2. Convolutional Neural Network Architectures 

Although there are many algorithms and technologies used 

in object detection, convolutional neural networks are the most 

efficient and common tool used in object detection (Estaban et 

al., 2021). YOLO series models are single-step target detection 

models based on CNN. The YOLO model differs from two-stage 

target models such as the Faster R-CNN algorithm by 

transforming the object detection problem into a regression 

problem. YOLO models use neural network to predict the 

coordinates, probability value and class of the bounding box of 

the object in the image (Chen et al.; 2021:5-6). YOLO models 

can be applied real - time object detection applications because 

of  good performance in terms of speed and accuracy 

(Jintasuttisak et al.,2022:2). In this study, YOLOv3, YOLOv4, 

and YOLOv5 versions were used. 

i) YOLOv3 

YOLOv3 is the improved version of the YOLO model 

(Redmon and Farhadi, 2018). YOLOv3 can perform localization 

and classification in real time only with the help of a neural 

network. This feature allows it to be trained with real-time inputs 
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and to perform detection with a high probability (Iyer et al., 

2021, 1156:1157). While YOLOv3 uses a similar structure to the 

Feature Pyramid Network to recognize objects, it also uses the 

Darknet53 network as a feature extractor (Kılıç et al.,2020:35). 

i) YOLOv4 

Yolov4 released by Bochkovskiy et al. in 2020. The training 

process with a single GPU that most modern scientific models 

use with a large mini-batch size, slows down and becomes 

heavier. Yolov4 tries to solve this slowdown problem with an 

object detector trained on a single GPU with a small mini batch 

size (Dewi et al.,2021:97229). It expands the data set with a new 

mosaic data augmentation method, and introduced a new the 

positioning loss function as C-IoU. This loss function optimised  

the direction of increasing overlapping areas and made the 

network more inclined. Thus, improved the accuracy (Yu and 

Zhang,2021:4). C-IoU loss function is defined as (1). 

𝐿𝐶𝐼𝑂𝑈 = 1 − 𝐼𝑜𝑈 +  
𝜌2(𝐵𝑝𝑟𝑒,𝐵𝑎𝑐𝑡)

𝑐2 +  𝛼𝑣   (1) 

IoU stands for intersection over union which is described 

below. B_pre and B_act represent predicted and actual bounding 

boxes respectively.  ρ represents the euclidean distance between 

these bounding boxes. c signifies the diagonal length of the 

smallest enclosing box covering the two boxes. α signifies a 

positive trade-off parameter; ν is a parameter about measuring 

the consistency of aspect ratio (Kumar et al.,2021:5). 

ii) YOLOv5 

YOLOv5 is a single-stage detector and region-based object 

detection network, and the fifth version of the open source 

YOLO algorithm developed by a firm called Ultralytics. This 

model was developed with an improvement on the PyTorch 

library (Estaban et al., 2021; Ieamsaard et al., 2021:429). Yolov5 

uses an architectural structure consisting of 3 main parts: spine, 

head and neck. In the ESA layer on the backbone, the features of 

the input image at different scales are extracted. The neck part 

creates a feature map by using the features it receives from the 

spine and carries it to the next part, the prediction layer. In the 

head part, localization and classification are made with the 

features taken from the neck part (Iyer et al., 2021: 1157; Murat, 

2021: 41) 

Figure 2 – YOLOv5 Architecture Model (Fang vd.,2021:5394) 

Table 1. List of softwares and hardwares 

 Item Specification 

Software 

Operating System Ubuntu 18.04 

CUDA 11.1 

IDE PyCharm 2021.1.3 

Programming Language Python 3.8 

Hardware 

Processor (CPU) Intel Core i9-10920X CPU @3.50 GHz 4x24 

Graphics Card (GPU) 2 x Nvidia GeForce RTX 3090 (24GB) 

Memory 128 GB 

 

2.3. Software and Hardware 

In the study, Python programming language was used as the 

primary software language and the PyCharm 2021.1.3 (Jetbrains, 

2021) is used as integrated development environment (IDE). List 

of softwares and hardwares used in the experiments are listed at 

Table 1. 

2.4. Evaluation Metrics 

In this section, the evaluation metric used in the training of the 

models and the criteria used to determine the predictive validity 

of the models will be explained. 

i) 4.1 Intersection over union (IoU) 

Intersection Over Union (IoU) is the measure used to 

calculate the overlap of the area where the predicted bounding 

box and the actual bounding box intersect (Adrian, 2021).  

 

YOLO models use this metric to determine the overlap ratio of 

two bounding boxes. The domain of IoU is in the range of 1 and 

0. 1 means that the predicted and actual bounding box is fully 

overlapped. The formula of IoU is described at (2) where R is 

the rectangle of bounding box, RA is actual bounding box and 

RP is predicted bounding box. 

𝐼𝑜𝑈 =  
𝑅𝐴∩𝑅𝑃

𝑅𝐴∪𝑅𝑃
            (2) 

In object detection, there are several bounding boxes for each 

object. IoU is calculated for each the predicted bounding boxes. 

Then the boxes are sorted according to this value. The boxes 

below the threshold is eliminated. If there are more then one box 

above the threshold, the box which has the maximum IoU value 

is selected. The threshold is defined as 0.5 or 0.95 in general. In 

this paper the threshold is defined as 0.5. 
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ii) Precision and Recall 

Precision is the ratio of positive prediction value over all 

predictions. The formula of precision is (3).  Recall is the ratio 

of positive prediction value over ground truth. The formula of 

recall is (4).  In these formulas (3) and (4), TP refers to the 

predicted value that exists, FP refers to the predicted value that 

does not actually exist, FN refers to the non-predicted value that 

does not actually exist. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
         (3) 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
           (4) 

 

iii) Mean average precision (mAP) 

Mean average precision (mAP) refers to the mean average 

of the Average Precision (AP) values for all classes. Average 

Precision is the average of precisions of all predictions. 

3. Experimental Results 

In this section, different versions of YOLO models, 

including YOLOv3 (Redmon and Farhadi, 2018), YOLOv4 

(Bochkovskiy et al., 2020), YOLOv5 (Cengil and Cinar, 2021), 

compared their performance on poultry detection. To compare 

the efficiency of each model, the dataset that contains poultry 

images, 6 YOLO models were run with the following parameters 

located at Table 2. Parameters were chosen as similar values for 

a fairer comparison. 

The models were trained until they reach the max batch size 

or epoch size, and they were tested on identical train/test 

datasets. All experiments were done on the same PC with Intel 

Core i9-10920X CPU, 2 x Nvidia GeForce RTX 3090 GPUs, 

128GB RAM. They were run separately to monitor the effect of 

the models under the same conditions. 

 

Table 2. Parameters of YOLO Models 

Parameters Yolov3 Tiny Yolov3 Yolov4 Tiny Yolov4 Yolov5 s Yolov5 xl 

Number of 

iterations 
max-batch: 6000 

max-batch: 

6000 max-batch: 6000 max-batch: 6000 epoch: 600 epoch: 600 

Batch 64 64 64 64 64 64 

Learning Rate 0.001 0.001 0.00261 0.0013 0.0013 0.0013 

Momentum 0.9 0.9 0.9 0.949 0.949 0.949 

 

Table 3. The result of the experiments 

Result mAP@0.5 IoU loss Precision Recall Training Time (mins) 

Yolov3 tiny 90.3 0.74 0.93 0.83 55 

Yolov3 92.9 0.18 0.96 0.93 297 

Yolov4 tiny 86.2 0.09 0.96 0.79 48 

Yolov4 96.6 1.35 0.95 0.97 379 

Yolov5 s 99.5 0.01 0.997 0.99853 108 

Yolov5 xl 99.5 0.007 1.00 0.99783 279 

 

Table 3 summarizes the results of all models. It can be seen 

that the best mAP value is %99.5 and it was obtained by both 

YOLOv5 models. The mAP values of other models are above 

%90 except YOLOv4 tiny model. In terms of training speed, the 

performance of YOLOv4 tiny model overcome the others. 

According to these results, although the training time of the 

YOLOv4 tiny model is the best, the mAP value is the worst. 

Tiny models have less convolutional network layers then the 

other versions. In terms of tiny models, YOLOv5s has double 

training time over others but it has overcome the YOLOv4 tiny 

and YOLOv3 tiny. 

As seen in the figure 3, the loss curve of the YOLOv3 and 

YOLOv4 tiny model converges after 1800 steps with the value 

of below 1.00. The convergence speed decreases beyond this 

point. The experiment stop at 6000 iterations with the value of 

about 0.18 and 0.09. The loss curve of YOLOv4 model, 

converges to 1.35 at the end of the steps, however the mAP 

curve converges to about %96 at 1200 steps. The loss curve of 

the YOLOv3 tiny model converges after 5000 steps and as 

parallel to it mAP curve converges after this step. In the 

YOLOv5 models there are three types of loss shown in figure 3. 

The box loss indicates how well the predicted bounding box 

covers an object. Object loss is a measure of the probability of 

an object being present in a proposed region of interest. The cls 

loss represents how well the algorithm can predict the correct 

class. The all loss curves converges around epoch 500. Best 

weights can be obtained from the steps that converges. 

Figure – 3 The results of all models 
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The examples in Figure 4 show that the YOLOv5s model 

can detect the poultries to a higher degree of certainty. In our 

dataset, even though it is hard to identify chicken and cockerel, 

the model detects them successfully. In some chick images, the 

model was not able to successfully identify all of them if there 

were many nested chicks. However, this is a situation that is 

difficult to detect with the human eye. It is also hard to identify 

in case objects are located far away from the camera. 

Figure – 4 Images from the test dataset showing the 

performance for detecting poultry 

 

4. Conclusions 

In this study, YOLOv3, YOLOv4 and YOLOv5 models and 

its sub models are examined for performance comparison. For 

this purpose, a new custom dataset of poultries is described. The 

dataset contains 918 images that can contain more than one 

poultry in each image. The dataset has three classes as chickens, 

cockerel, and chicks. mAP metric is used to evaluate the results. 

The models were trained and tested on identical train/test 

datasets, and they used similar iteration numbers.  

YOLOv5s and YOLOv5xl have the best performance in the 

context of mAP of 99.5% over others. mAP value of the 

YOLOv4 model is better than YOLOv3 and the tiny models. 

According to training time, although the YOLOv4 model has the 

best performance of 48 minutes, it has the worst mAP values. 

Thus, the YOLOv3 model can be used in terms of training time. 

Although the YOLOv4 model has the longest training time, it 

has a lower value than YOLOv5s and YOLOv5x by looking at 

the mAP metrics. Therefore, the YOLOv5x model or the 

YOLOv5s model should be preferred. For a good learning, it is 

expected that the loss values should be close to zero but not zero. 

The YOLOv5x model also has the best loss value. In the study 

of palm tree detection, although all YOLO models have similar 

training time, YOLOv5s model is minimum [26] (p. 8). In our 

case, there is a larger gap between the minimum (48 minutes) 

and maximum (379 minutes) training time. 

In this study, yolov3, yolov4 and yolov5 were used. In 

future studies, the latest versions of Yolo, yolov6 and yolov7, 

can be used to compare performance differences. In addition, the 

models used in this study can be run with a different data set and 

the results can be compared. 
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