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Abstract 

The aim of the study is to detect the abnormal area(s) from brain CTs of stroke patients using Image Processing and to accurately 

evaluate the stroke changes in brain tissues among patients with Deep Learning models in MATLAB 2019b interface. 1000 patients 

(500 stroke suspected, 500 healthy participants) were chosen between 25 and 75 age ranges from TOBB ETU and Yıldırım Beyazıt 

University Hospitals according to the ethics committee certificate. For this study, for increasing the accuracy and eliminating the 

redundancy, from the image data of the patients, only lateral and 4th ventricle CT images were used. Firstly, these images were processed 

via Image Processing methods (Image Acquisition, Preprocessing, Thresholding, Segmentation, Morphological Operations etc.). After 

these methods, the resulted lateral ventricle image was split into 6 specific areas and 4th ventricle image was split into 14 specific areas 

like automated computerized Alberta Stroke Scoring, respectively. For 1000 images, totally 20x1000=20000 pieces of CT subimages 

were obtained with the specific class names (as healthy and stroke) and were used as the input of Artificial Intelligence (AI) and Deep 

Learning (DL) models (optimized ANN with Levenberg-Marquardt method and CNN). This approach can give an important chance to 

the doctors for supporting their results with a decision support system, speeding up the diagnosis time and also decreasing the possible 

rate of misdiagnosis. 
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İnmenin Beyin Radyolojik BT Görüntülerinden Bilgisayar Destekli 

Derin Öğrenmeye Dayalı Değerlendirilmesi 

Öz 

Çalışmanın amacı, MATLAB 2019b arayüzünde Derin Öğrenme modelleri ile inme hastalarının beyin BT'lerinden Görüntü İşleme 

kullanarak anormal alan(lar)ı tespit etmek ve hastalarda beyin dokularındaki inme değişikliklerini doğru bir şekilde değerlendirmektir. 

TOBB ETÜ ve Yıldırım Beyazıt Üniversitesi Hastanelerinden 25-75 yaş aralığında 1000 hasta (500 inme şüphelisi, 500 sağlıklı 

katılımcı) etik kurul sertifikasına göre seçilmiştir. Bu çalışma için hastaların görüntü verilerinden doğruluğu artırmak ve fazlalığı ortadan 

kaldırmak için sadece lateral ve 4. ventrikül BT görüntüleri kullanıldı. İlk olarak bu görüntüler Görüntü İşleme yöntemleri (Görüntü 

Toplama, Ön İşleme, Eşikleme, Segmentasyon, Morfolojik İşlemler vb.) ile işlenmiştir. Bu yöntemlerden sonra elde edilen lateral 

ventrikül görüntüsü 6 spesifik alana bölündü ve 4. ventrikül görüntüsü otomatik bilgisayarlı Alberta Stroke Skorlama gibi sırasıyla 14 

spesifik alana bölündü. 1000 görüntü için, belirli sınıf adlarıyla (sağlıklı ve felçli olarak) toplam 20x1000=20000 adet BT alt görüntüsü 

elde edilmiş ve Yapay Zeka (AI) ve Derin Öğrenme (DL) modellerinin (Levenberg ile optimize edilmiş YSA) girdisi olarak 

kullanılmıştır. Marquardt yöntemi ve KSA). Bu yaklaşım, doktorlara sonuçlarını bir karar destek sistemi ile desteklemeleri, teşhis 

süresini hızlandırmaları ve olası yanlış teşhis oranlarını azaltmaları için önemli bir şans verebilir. 

 

Anahtar Kelimeler: Yapay Zekâ, Derin Öğrenme, İnme Tanılama, Bilgisayar Destekli Tanı, İnme Önleme 
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1. Introduction 

Radiological imaging systems have commonly used for 

diagnosis of the health problems for many years. The usage of 

artificial intelligence and then improved versions of biomedical 

algorithms in medicine have gained importance in variety of areas 

[1]. There are many types of lesions in the brain, but especially in 

the analysis part of the stroke, radiological imaging such as 

Computerized Tomography (CT) has been chosen as the first 

imaging modality among doctors [2]. Computer Aided Diagnosis 

(CAD) systems has been soaringly applied in the field of 

neurosurgery. In the management phase of the lesions (especially 

stroke), CAD tools can obtain a vital role as a crucial support 

decision system in diagnosis, determining and scoring of the 

stroke in the brain tissues with using CT images of the patients 

[3]. 

 

In medicine, especially in neurosurgery, there has been a 

scoring theory whose name is Alberta scoring for acute ischemic 

stroke [4]. In the medical schools, in the lectures which belong to 

the brain anatomy and neurosurgery, this theory has been told to 

the students by scientists [4-9]. But for years, in the pre-diagnosis 

phase of the acute stroke types; self-knowledge, experience and 

qualification have main roles. Lots of doctors have not chosen to 

use this theory practically. According to this reason, it is obvious 

with the statistical values that, in our country approximately %20-

25 of the decisions which belonged to the diagnosis of the 

ischemic stroke were wrong and this issue has given bigger 

unprecedented legal responsibilities to many doctors and health 

institutes. In this part, it is clearly seen that, the usage of CAD 

systems in this area might be a key factor in stroke management 

with special algorithms with computers and these systems can 

help doctors in the determining the therapeutic approach of stroke 

like support decision systems. 

 

In radiology, X-ray imaging is generally used for scanning the 

affected part of the human body. Indeed, CT imaging modality 

can be defined as the developed version of the X-ray imaging in 

detail. However X-ray is faster, easier and cheaper imaging 

method, recognizing and diagnosing stroke infarcts might 

decrease the future mortality rate. 

 

Computerized Tomography (CT) has generally used as one of 

the common methods to diagnose acute stroke [10]. Deep 

Learning based automated CT image analyses for the detection, 

interpretation and analyzing the stroke and to distinguish infarcts 

from the others.  

 

We analyzed studies from 2000 and 2019, in fact all available 

studies in the literature and there are some studies which belong 

to diagnosis of the brain lesions and stroke with CAD systems. 

Indeed, B. URAL achieved an important study with other co-

authors in May 2019 whose name was “An improved computer 

based diagnosis system for early detection of abnormal lesions in 

the brain tissues with using magnetic resonance and computerized 

tomography images” [11]. According to the study, the improved 

automated detection and interpretation CAD approach for brain 

masses (tumor/lesion) was mainly aimed via using Magnetic 

Resonance Imaging and Computerized Tomography. Also, 

according to the literature; Fei et al. developed an AI learning-

based system for automated segmentation of the lungs via chest 

CT [12]. Indeed, Shuai et al., achieved a study that was based on  

 

COVID-19 changes radiologically from CT scans. They 

developed a deep learning method that can extract the graphical 

features of the lungs of the infected patients [13].  

 

According to the situations given above, the originality of this 

system against other CAD studies in literature is more fast and 

more accurate detection of the stroke in the brain tissues, well-

developed analysis and interpretation-scoring algorithms for 

helping the doctors for improving the accuracy of the obtained 

results via using specifically improved Image Processing, Pattern 

Recognition, Decision Making Process with Artificial 

Intelligence and Deep Learning in MATLAB. Indeed, this system 

can be developed to new well-designed CAD approaches that will 

allow the faster identification, scoring and interpretation of the 

other lesions in human brain in addition to ischemic stroke. 

 

In this study, we have proposed a computer based biomedical 

diagnosis approach that consists from automated detection with 

specific image processing methods and deep analyses on stroke 

suspected CT dataset with trend AI and DL models via MATLAB 

2019b interface. These models are the optimized version of 

Artificial Neural Network (ANN) with Levenberg-Marquardt 

algorithm and Convolutional Neural Network (CNN). First, 

lateral and 4th ventricle CT images were processed by Image 

Processing methods. Second, the resulted image for lateral 

ventricle was split into 6 specific areas and for 4th ventricle was 

split into 14 specific areas based on automated and computerized 

Alberta Stroke Scoring, respectively. For 1000 images, totally 

20x1000=20000 pieces of CT database were obtained and used 

with the classes of healthy and stroke as the input of AI and DL 

models (CNN and ANN with Levenberg-Marquardt method). For 

20000 images, %80 of the images were used as training and %20 

of the images were used as testing in Deep Learning. Also, the 

novelty of this work can be summarized as according to the 

MATLAB ANN and CNN-motivated and optimized deep 

convolutional neural network models, these are more effective 

pre-trained models than the others. Also, our hybrid methods are 

more powerful tahn the techniques in the past. Indeed, in the 

stroke scoring part, brain scoring field boundaries than can 

analyze and detect stroke in a broader framework and stroke can 

be detected with higher success with this analysis. Moreover, with 

using the specific AI and DL models, fast and hybrid 

classification is achieved with 5-fold cross validation.  

2. Material and Method 

2.1. Dataset of the Study 
 

This study can be classified as the retrospective type of study. 

The dataset is included totally 1000 images; 500 stroke suspected 

and 500 healthy participants’ images, especially axial scan data of 

the images was used and these images were chosen between 25 

and 75 age ranges from TOBB ETU and Yıldırım Beyazıt 

University Hospitals according to the obtained ethics committee 

certificate (from TOBB ETU Clinical Research Ethical 

Committee with the protocol number of KAEK-118/019). Also, 

all images were assessed by Dr. Pınar Akdemir Özışık from 

Yıldırım Beyazıt University, Medical School, Deparment of 

Neurosurgery in detail. The anonymized radiological image 

clusters were stored in DICOM format and used in jpeg format. 
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2.2. Methodology  
 

This study was generally performed in MATLAB 2019b 

interface. The proposed study consisted from two fundamental 

parts was a computer-based, preliminary diagnosis approach that 

allows for fast detection, early interpretation and accurate 

prediction of the stroke suspected patients. The goal of the 

approach was helping doctors and radiologists optimally with a 

support mechanism. Indeed, the first part of the approach was 

detecting the abnormal/infected area (ROI) with using specific 

common image processing methods. Then, the other part was 

interpretation, automated scoring and prediction of the CT data 

with using the optimized version of ANN with Levenberg-

Marquardt (LM) algorithm and CNN model and finally these 

models were compared according to the performance metrics. In 

this step, normal and infected images were predicted with these 

models and ROC analysis results were compared. During 5-fold 

cross validation, patients were randomly divived into 5 sets. In 

each fold, the 5 sets were split by a ratio of 3:1:1, with 3 sets used 

for training, 1 for validation and 1 for testing. No test cases were 

part of the training or validation sets for any of the 5 folds in the 

cross validation. The processes were given in Figure 1 and 2, 

respectively. 

 

 
Fig. 1. Stroke detection and interpretation system (vers 1) 

 

 
Fig. 2. Stroke detection and interpretation system (vers 2) 

 

2.3. Detection of Lesion(s) with Image Processing 

 

 Load CT image(s) 

 

In this stage, healthy and stroke suspected CT images were loaded 

to the software and these images were generally used in ‘.jpg’ 

format for better image acquisition. Also, all images had different 

size values and all of them were re-sized in 255x255(x3) pixels 

and used in the gray-level format.  

 

 Image Filtering  

 

For the pre-processing stage, the first step is the filtering 

process for CT images which are chosen and uploaded to the 

interface of the system. The main objective in the filtering process 

is decreasing the level of possible noise with using Median and 

Gaussian filtering types [14]. For these types, according to the 

calculations, 4x4 filter was optimally chosen and applied to the 

images in this part and the results are stored in the system’s 

memory [14]. 

 

 Monitoring Contrast-Brightness Balance  

 

In this stage, stroke suspected CT images were re-balanced 

according to the parameters of contrast and brightness. For this 

case, Discrete Wavelet Transform were used for obtaining the 

contrast feature of the images [15]. In this step, with using the 

transform and “regionprops” method in MATLAB, the gray-co-

matrix was obtained with the contrast value from the gray-level 

images. Then, for all images, the contrast and brightness level was 

standardized in a specific optimal value (feat=.208- this value was 

obtained after many practice), so dark images were obtained in 

the brighter versions and at the end of the process, the details of 

the images were more sharpened [16].  

 

For this part of the study, 2-Dimensional Discrete Wavelet 

Transform (DWT) was used. This method was an advanced 

technique of signal and image processing. This was developed as 

an alternative version of the short time Fourier transform [17]. 

The main idea of DWT was to provide the representation of time 

and resolution properties. The 2-D DWT represented an image in 

related to a set of shifted and dilated wavelet functions of 

 𝛾  𝐿𝐻 ,  𝛾  𝐻𝐿 ,  𝛾  𝐻𝐻 and the scaling functions ∅ 𝐿𝐿 that form an 

orthonormal basis for 𝐿2(𝑅2). Given a l-scale DWT, an image 

K(a,b) of NxN was decomposed as Equation (1) and (2) [17]. 

 

K(a,b)=

 ∑ 𝑢𝑙,𝑘,𝑖  ∅𝑙,𝑘,𝑖
𝐿𝐿 (𝑎, 𝑏)

𝑁𝑙−1
𝑘,𝑖=0 ∑ ∑ ∑ 𝑤𝑙,𝑘,𝑖

𝐵  ∅𝑙,𝑘,𝑖
𝐵 (𝑎, 𝑏)𝑁−1

𝑘,𝑖=0𝑙=1𝐵∈𝐵                                                             

 

∅𝑙,𝑘,𝑖
𝐿𝐿 (𝑎, 𝑏) ≡  2−𝑙/2 ∅(2−𝑙a-k,2−𝑙𝑏 − 𝑖), ∅𝑙,𝑘,𝑖

𝐵 (a,b)         (1)                                                    

                             

∅𝑙,𝑘,𝑖
𝐵 (a, b) ≡ 2−𝑙/2∅𝐵 (2−𝑙a-k,2−𝑙𝑏 − 𝑖), 𝐵 ∈B               (2)                                                                                                                                                                      

                   

For these equations, LH, HL, HH were called wavelet or sub-

bands. 

 

 Skull Removal Process 

 

This process is performed by the hybrid combination of the 

improved version of Gray-level Thresholding, Otsu method and 

Multi-level thresholding [18-19] and this is named as “Active 

Segmentation”. 

 



European Journal of Science and Technology 

 

e-ISSN: 2148-2683  45 

The optimal threshold level for the segmentation process is 

obtained from automatically from uploaded images within the 

system and according to this step, brain area is clearly extracted 

from the whole image, so this can give an important chance to 

eliminate the other redundant areas in the images [20]. For the 

identification of brain boundaries, a green contour has used for 

each brain section with a continuously narrowing border region at 

500 iterations. Indeed, morphological operations such as erotion, 

closing, eliminating boundary regions in the images are used for 

the last step of this process [21]. At the end of the process, the 

resulted images are successfully obtained in the skull/dura area 

removed version. 

 

 Improved Thresholding 

 

For this stage, the multi-hybrid improved version of 

thresholding which is combined from the Gray-level, Global, 

Otsu, Multithreshold methods has been achieved and used within 

the pre-segmentation part [11, 12, 22, 23, 26]. Contrast can be 

defined as the difference between the darkest and the brightest 

area in the image. Traditionally, one simple way for 

accomplishing the thresholding part is defining a range of 

brightness value in the original image, then selecting the pixels 

within the range as belonging to the foreground and rejecting all 

of other pixels to the background. In the formula of Equation (3) 

given below, f is the main image and the g is the resulted image 

after the thresholding for the specified value of T. Indeed, in 

Figure 3, a graph version of thresholding for a single value is 

given. 

 

𝑔(𝑥, 𝑦) = 0; 𝑖𝑓 𝑓(𝑥, 𝑦) < 𝑇                   (3)

                   

𝑔(𝑥, 𝑦) = 1; 𝑖𝑓 𝑓(𝑥, 𝑦) > 𝑇 

 

 
Fig. 3. Thresholding for a single specified value of T 

 

Moreover, for the multilevel thresholding, the formula is 

given below in Equation (4) and (5). In the equation, f is the 

original image and g is the resulted image. c1 and c2 are the value 

of the color channels of the image and T1 and T2 are the specified 

threshold values. 

 

For the first channel (c1) of the 2D image;  

 

𝑓(𝑥, 𝑦);  𝑖𝑓 0 ≤ 𝑐1(𝑥, 𝑦) ≤ 𝑇1                                  (4)                                              

      

𝑔(𝑥, 𝑦) = 0; 𝑖𝑓 𝑐1 > 𝑇1 

 

For the second channel (c2) of the 2D image;   

 

𝑓(𝑥, 𝑦);  𝑖𝑓 𝑇2 ≤ 𝑐2(𝑥, 𝑦) ≤ 255                                        (5)     

                            

𝑔(𝑥, 𝑦) = 0; 𝑖𝑓 𝑐2 < 𝑇2 

 

At the end of the process, these given methods are combined 

successfully for the multi-hybrid version of thresholding process. 

 

 Morphological Operations 

 

In this step, a specifically defined disk structure element was 

used on the thresholded image and small unnecessary objects and 

some redundancies were eliminated in 16 size value [27]. The 

reason for choosing the disk type of structure element is the 

circled shape of the whole brain in CT. 

 

 Regional Based Analysis and Stroke Scoring Process 

 

For this stage, Alberta acute stroke scoring theory in medical 

literature was used and this theory was developed to the 

automated computerized version for identification of stroke. 

Doctors has generally used their knowledge and experience in the 

diagnosis phase of ischemic stroke in the diagnosis phase. 

According to the Alberta Stroke Scoring, from the lateral and 4th 

ventricle CT images, from the left and right parts of the brain, 

there are totally 20 different areas (M1, M2, M3, I, L, C, IC, M4, 

M5, M6 for left and right parts of the brain) for scoring ischemic 

stroke in detail [28]. Also, for this study, these specific areas (M1, 

M2, M3, I, L, C, IC, M4, M5, M6 for left and right parts of the 

brain) are automatically detected from brain images via Active 

Segmentation method. Moreover, the novelty of this study is that 

the specific area detection and definition progress have been 

achieved automatically, more broadly and completely (in Figure 

5) than the Alberta stroke scoring theory (in Figure 4). 

 

 
Fig. 4. Alberta scoring theory for identification of acute ischemic 

stroke 
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Fig. 5. Computer aided scoring and interpretation part for stroke 

 

2.4. Analysis/Interpretation Part with AI and DL 
 

 
Fig. 6. Interpretation stages of Artificial Intelligence (AI) and 

Deep Learning (DL) 

 

 
Fig. 7. Schematic representation of the interpretation and 

prediction of normal and stroke cases 

 

 Analysis/Interpretation with Artificial Neural Network 

(ANN) 

 

Artificial neural networks (ANNs) consist of simple elements 

working in parallel and mimic the biological nervous system. 

ANNs are computer systems developed with the aim of 

automatically realizing the capabilities of the human brain, such 

as the ability to generate and discover new information through 

learning, without any assistance [29]. 

 

In image processing, images can be represented in matrix 

form and elements of the matrix contains color information for a 

pixel [30]. The matrix of the image is used as input data set for 

ANN. The images with small dimensions provide easy and quick 

learning process for ANNs. Results proves that ANN can be 

successfully used to obtain models for image processing 

applications [31]. 

 

ANN based image processing has been widely used in many 

research fields such as geotechnics, intelligence and surveillance, 

mechanics, civil engineering. Face recognition technologies and 

driverless vehicles are among the simplest examples of image 

processing systems. Google Translate creates the image 

processing system in its translation application with machine 

learning and artificial neural networks algorithms. 

 

ANNs play an important role in the application of medical 

image processing and disease detection. In this paper, Nftool of 

Matlab software was used to obtain ANN models in order to to 

classify sample stroke infarcts. 5, 10, 15 neurons were in the 

structure of an ANN that has a single hidden layer. ANN model 

was obtained/optimized by Levenberg-Marquardt was in training 

process of the models. 

 

The Levenberg-Marquardt (LM) algorithm is also known as 

the damped least-squares method [32]. This algorithm is mainly 

developed to work specifically with loss functions. Indeed, this 

works without computing Hessian matrix exactly. Instead of this 

occasion, it works with the gradient vector and Jacobian matrix 

[32].  

 

A loss function can be expressed as a sum of squared errors in 

Equation (6). 

 

𝑓 = ∑ 𝑒𝑘
2𝑙

𝑘=1           (6)                                                                                

      

In Eq. 5, l is the number of the instances in the image data set.  

 

According to the Jacobian matrix, we can define the loss function 

as the derivatives of the errors in Equation (7).  

 

 𝐽𝑘,𝑙  = 

𝑑𝑒 𝑘

𝑑𝑤𝑙
 (for k=1, 2, …, i and l=1, 2, …, j)                                                                                         

(7) 

 

For Equation (6), i is the number of instances in the data set 

and j is the number of parameters in the neural network. 

Moreover, the size of the matrix can be defined as ixj. 

Then, we can approximate the general Hessian matrix with the 

improvement of the parameters with Levenberg-Marquardt 

algorithm given in Equation (8). 

 

𝑤(𝑘+1) = 1/[𝑤(𝑘) − (𝐽(𝑘)𝑇 . 𝐽(𝑘) + 𝑑(𝑘)𝐼].[2𝐽(𝑘)𝑇 . 𝑒(𝑘)].  (for k=1, 

2, …)                                                                                          (8)   

        

When the damping parameter d is zero, this becomes gradient 

descent with a small training rate. Generally, d is initialized to be 

large and if any iterations are resulted in a fail, d is automatically 

increased. Otherwise, as the loss function decreases, d is 

decreased in order to approach the LM algorithm. 

 

 Analysis/Interpretation with Deep Learning 

 

Typically, Deep Learning was a sub-branch of the machine 

learning area, like the human brain [33]. For recent years, Deep 

Learning area and its methods has gained popularity in many 

study areas. Using Artificial Intelligence and Deep Learning has 

been very common in medicine and with using them, medical data 

could become more meaningful for scientist and doctors.  

 

There were a lot of studies related to Deep Learning in 

literature. In contrary, in the analysis of medical dataset, the 

biggest problem was that there are limited number of dataset 

which doctors could use. Alike Artificial Intelligence, Deep 

Learning methods and models specifically needed lots of data. 

Labeling this data one by one was tough and time consuming. The 

biggest alternative for using Deep Learning models of Transfer 

Learning was that allows the training process with fewer data. 

 

Based on Figure 6 and 7, Convolutional Neural Network 

(CNN) was one of the the basic models of Deep Learning. Indeed, 

Residual Neural Network was the more improved version model 
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of CNN. When the network became deeper and bigger; this model 

prevented the common distortion. The input of the models was the 

255x255(x3) size of image and the output was mainly two classes 

of Stroke and Normal.  

 

After capturing the approach with specific models, in the 

training phase, a nonlinear function was applied and by this 

function, every possible negative value was converted to 0. The 

mentioned activation function was called as Rectified Linear Unit 

(ReLU) function with the formula in Equation (9). 

 

Y=max(0,X);                        (9)  

                                                                                          

Then, the specific pooling method was applied in variations 

of maximum, average and sum pooling [34]. In this approach, 

average pooling method was chosen and applied because of its 

efficiency. Average pooling, generally, reduced the dimensions of 

feature map while maintaining the most important feature values 

via sliding kernels over the rectified map and capturing the 

average values. Pooling was applied to make the data highly 

manageable with the dimension reduction. 

 

For our network structure, preventing the overfitting, the 

images in the dataset were used with their rotated version from (-

30, 30). Then, for the DL model, CNN is chosen and used. In 

detail, as loss function, binary cross entropy function was used 

[35]. Also, the training data was trained with 120 epochs, the 

batch size of 40 and the learning rate of 0.0001. Indeed, for the 

experimental part, dataset was randomly split into two different 

dataset with the percentage of %80 and %20 for training and 

testing. Indeed, for this model, CNN was created, then via the 

network, weight and bias values were created in the struct form. 

After using weight and bias as 0 value, learning process was 

begun and all results were stored and classification was achieved 

in every iteration. 

 

In this study, we built a deep computerized network model 

with AI and DL models these models were used for training the 

whole images with pre-trained and hybrid models and classifying 

the images as Normal or Stroke. 

3. Results  

 

The experimental part of the presented study was achieved in 

MATLAB interface. The radiological images which were used in 

the system were mainly anonymized CT scans of the patients and 

the detailed medical interpretation and analyses were made by Dr. 

Pınar Akdemir Özışık from Yıldırım Beyazıt University. 

 

Regarding the the proposed study, 1000 patients (500 stroke 

suspected, 500 healthy participants) were chosen between 25 and 

75 age ranges from the hospitals of TOBB ETU and Yıldırım 

Beyazıt University according to the ethics committee certificate. 

Moreover, stroke cases were given in the graph form in Figure 8. 

 

 
Fig. 8. Distribution of the some stroke levels of the patients with 

graphical version 

 

This study was consisted from two important parts. The first 

part was about detecting abnormal area(s) with the combination 

of specific Image Processing methods. All of the images in the 

dataset were successfully analyzed and abnormal ROI(s) were 

obtained in approximately 30 sec, respectively. After the image 

processing part, in the scoring part, according to the Alberta 

Stroke Scoring, from the lateral and 4th ventricle CT images, from 

the left and right parts of the brain, there are totally 20 different 

areas (M1, M2, M3, I, L, C, IC, M4, M5, M6 for left and right 

parts of the brain) for scoring ischemic stroke in detail. Also, for 

this study, these specific areas (M1, M2, M3, I, L, C, IC, M4, M5, 

M6 for left and right parts of the brain) are automatically detected 

from brain images via Active Segmentation method. Sample 

results were given in Figure 9 and 10. 

 

 
Fig. 9. After image processing, from stroke scoring process, 

results for 4th ventricle CT image   
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Fig. 10. After image processing, from stroke scoring process, 

results for lateral ventricle CT image   

 

Indeed, the area under the curve (AUC) was calculated for the 

AI and DL models. The Dice Score Coefficient (DSC) reflects the 

amount of overlap between the prediction and the truth in the 

quation given below. 

                                

DSC= 2 x true positive / (2 x true positive + false positive + 

false negative)                                                      (10) 

 

This ranges from 0 to 1 and DSC is preferred to the AUC in 

tasks in which positive and negative samples are imbalanced, as 

for infarcted pixels/voxels in typical patients with stroke. For this 

stage, the ratio of accurate diagnosis for the image processing and 

stroke scoring system was examined and according to the 

equations given above; this value was calculated manually as 0.90 

after rounding/approximation. Given that large lesion areas can 

bias the volume size predictions without affecting clinical 

importance, lesion volume predictions in cases with lesions 

smaller than 150 mL was analyzed. Then, this value was approved 

with the obtained value from ROC analysis. Moreover, it can be 

said that the whole system which was developed for the early 

diagnosis, interpretation and scoring of stroke, especially 

ischemic stroke can also detect and discriminate the normal and 

abnormal status of radiological images succesfully. In addition, 

the problematic regions tagged/marked by the physician on these 

radiological images as containing the stroke area overlapped with 

the problematic regions detected by our system on the same 

images. The detection process was thus performed with maximum 

performance, accuracy and rapidity with MATLAB. 

 

According to the sensitivity analysis was evaluated by 

varying the threshold involvement value of each MCA region of 

the brain (M1, M2, M3, I, L, C, IC, M4, M5, M6) on expert-read 

CT as “>%0” and “>%50” involvement were used for the 

experimental analyses. It was clear that region-level agreement 

for our automated identifying method was better than other 

manual methods of Alberta Scoring. 

 

The second part was related to the prediction/interpretation of 

stroke areas of suspected patients in MATLAB 2019b with using 

brain CT data. The improved optimized model of ANN with LM 

algorithm was used in the AI interpretation part. Indeed, the 

popular pre-trained model of CNN was used in the DL 

interpretation part.  

 

From stroke patients included in the dataset (median age 45 

years old, %60 male) was consisted generally axial scan CTs. The 

image processing part was tested with using other sample infarcts 

in the case of area of decreased contrast and radiodensity. After 

the progress, it was obtained that the hypodensity became more 

apparent in the output images. The whole assessment was 

completed in one specific radiodensity value. According to the 

specific image processing methods, detecting and analyzing ROI 

processes were achieved successfully in approximately 15 sec. 

 

According to the Figure 11, the mean deviation ranges were 

clearly given in a distribution graph form in detail. It was obvious 

that the distribution of the graph was compatible with the mean 

deviation distribution of scoring results of the test dataset. 

 

 
Fig. 11. Mean deviation distribution of the simulated scoring 

results of the test dataset 

 

For 1000 images, totally 20x1000=20000 pieces of CT 

database were obtained and used in the specific classes (tagged 

folders as healthy and stroke) version as the input of Artificial 

Intelligence (AI) and Deep Learning (DL) models (CNN and pre-

optimized ANN with Levenberg-Marquardt method). For 20000 

subimages, %80 of the images were used as training and %20 of 

the images were used as testing in DL part. Also, the selection 

criteria for the training and test clusters was the random choice. 

Then, if these images had different size value, the images were 

converted to the 255x255x3 value for beginning the process of the 

approach. Then, the resized 20000 subimages were loaded to the 

software and with using normal images in the created Normal 

folder and Stroke patients in the created stroke folder and these 

folders were tagged clearly. Finally, via ANN&LM model and 

CNN model interpretation was achieved in MATLAB 2019b. 

Generally, according to the 5-fold cross validation, training 

accuracy and loss values were given for ANN&LM and CNN in 

Figure 12 and 13, respectively. 
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Fig. 12. Results for CNN model for DL part 

 

 
Fig. 13. Results for ANN&LM model for AI part 

 

According to the figures given above, two models were 

performed in different epochs, approximately; 5 epochs (CNN) 

and 6 epochs (ANN&LM). Firstly, according to the Figure 12, the 

distribution of prediction of the data was changed slightly for the 

training (%80) and test (%20). When we investigate in detail, the 

prediction process continued for approximately the half of the 

total epochs and at the final stage, the result was stabilized in the 

value of %90, so according to the training process, for CNN, the 

total prediction accuracy value was obtained as %90. Secondly, 

according to the Figure 13, the distribution was shown with some 

fluctuation. Also, the fluctuation could be unstable and it was 

obvious that, the final of the model was concluded at the rate of 

%98,5, so the second highest performance was obtained from 

optimized AI model.  

 

Moreover, the training loss outputs were given above in Figure 

12 and 13 with red color, respectively. When the outputs of loss 

values for CNN and ANN&LM models, loss values had an 

unstable fluctuation during the training stage. It could be said that 

in the graph of optimized model, loss values decreased rapidly 

and approached to zero value.  

 

 

 

4. Discussion 

Classical and modern CAD systems have some similarities 

and differences in some ways. Both of them are trained by using 

labelled data, this method can be classified as supervised learning. 

The labeling of the images is generally completed with a human 

expert. Besides the importance of this step to the process, the 

training dataset could be less prone to overfitting.  However, large 

datasets are not easily obtained and also tagging/labelling process 

can be sometimes time-consuming. If there may be some errors in 

the images, this progress can be difficult and time-consuming for 

doctors and radiologists. Pattern Recognition process of the study 

in these methods, CAD medical systems can usually be used in 

preprocessing of medical images, detecting of ROI area and 

automatically extracting features from the imageset.  

 

Knowledge of the size and case of an acute infarct is very 

crucial in clinical decision-making. In the presented study, a 

software adapted-based stroke diagnosis, scoring and 

interpretation system for early diagnosis of ishemic stroke was 

described in detail. Automated image analysis of ischemic stroke 

with the support of image processing, pattern recognition and 

decision processes were commercially achieved in this study. 

With the combination of these methods, the specific computer 

based diagnosis of (acute) stroke from CT images was attempted.  

 

In this study, we presented two fundamental parts of our 

approach on brain CT images. The first part was detecting the 

abnormal areas in the brain with specific image processing 

methods in detail. The other part was evaluating, scoring and 

interpretation of the images of stroke suspected patients with 

using the optimized ANN&LM model and CNN. 

 

Indeed, a successfull attempt was also made to detect the case 

of hyperdense middle cerebral artery (MCA) dot sign among CT 

images. To accomplish some visually redundant areas, the 

Slyvian fissure region was automatically detected and the size 

parameters of this area was saved to the workspace. Then, after 

the center dot sign of the images was obtained, according to the 

size value the I, C, IC, L areas were clearly defined and obtained. 

Then, finally, the top and bottom last points were obtained and 

with using these, M1, M2, M3, M4, M5, M6 areas were clearly 

obtained on the CTs. There were totally 10 areas and each area 

was calculated as if ROI was obtained in the stroke area; 1 point 

was given to this evaluation. Otherwise, 0 point was given the 

final evaluation. A schematic diagram of the system and the 

accuracy analysis process are shown in Figure 14. 

 

 
Fig. 14. Schematic diagram of the methods and the performance 

analysis of the system 
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According to the experimentation, images were classified 

with important performance scores for all models. According to 

the ROC (Receiver Operating Characteristics) results, the 

accuracy results were obtained for CNN as %90 and for 

ANN&LM as %98,5, respectively. Some different ROC results 

were given in Figure 15. 

 

 
Fig. 15. Receiver Operating Characteristics (ROC) analysis 

results for the specific models 

 

Table 1. Model Performance and Comparison Between CNN, 

ANN and the optimized version 

Model AUC 

(Area 

under 

the 

curve) 

DSC (Dice 

score 

coefficient) 

Sensitivity Specificity 

CNN 0.90 0.59 0.55 0.98 

CNN&GA 0.95 0.50 0.76 0.96 

ANN&LM 0.985 0.46 0.80 0.95 

ANN&GA 0.93 0.53 0.67 0.97 

P value <.001 .002 <.001 <.001 

  

According to the performance metrics of the different specific 

methods, models used in this study (our proposed study), 

providing a comprehensive analysis and estimation of the (acute) 

stroke lesion that includes area of edema and hemorrhagic case, 

could serve as a marker for the patient selection in the pre-

diagnosis area.  

 

 
Fig. 16. Variation distribution of stroke detected images  

 

Moreoever, data were analyzed from September 1, 2000 to 

August 1, 2021. Statistical analysis was achieved using Stata, 

Version 13.0 (StataCorp LLC). Paired sample Wilcoxon tests 

were performed to compare the area under the curve, DSC, 

sensitivity, specificity, lesion volume error. Concordance 

correlation coefficient (p value) and Bland-Altman plots were 

also used to investigate the lesion volume predictions. Because 

infarct sizes were not normally distributed, cubic transformation 

was used for the concordance correlation calculation. Accoridng 

to Figure 16, the correlation was considered successful for p > 

0.65, moderate for p = 0.5 to 0.65 and low for p < 0.50. Also, more 

shorter duration periods were obtained from the severe stroke 

patients than the moderate stroke patients, which indicates that 

these patients could have presented at an early stage of disease. 

This was also confirmed by the loss distribution of the data. 

 

This section includes studies about stroke diagnosis. Table 2 

presents all objectives on stroke diagnosis, DL techniques, 

features, sample size and result of the model. MRI and CT scans 

are generally used in stroke diagnosis. According to the table, it is 

obvious that our approach is significantly successful than the 

other related studies. 

 

Table 2. Comparative Analysis For Stroke Detection Using Deep 

Learning Methods 

Ref. 

Number 

Authors 

(Study) 

Input data Methods Result 

[36] Biswas 

M., 

Kuppili 

V., Araki 

T. et al. 

(2018) 

Ultrasound 

images 

DLfor 

segmentation 

Error on set 

DL= 

0.126±0.134 

[37] Bacchi 

S., 

Zerner T., 

Oakden-

Rayner 

L. et al. 

(2019) 

Brain CT 

images 

CNN, ANN For 

NIHSS24: 

ACC=0.71; 

For mRS90: 

ACC=0.74 

F1 

scoe=0.69 

[38] Ming 

Sian, Lee 

(2014) 

CT/MRI 

images 

Morphology AUC=85% 

[39] Chiun-li-

Chin 

(2017) 

CT/MRI 

images 

CNN AUC>90% 

[40] Arouj 

Ahmed 

Qureshi 

(2018) 

EEG MLP and 

Decision 

Tree 

AUC=95% 

X Our 

Approach 

CT/MRI 

images 

AI 

(optimized 

ANN) and 

DL (CNN) 

For AI: 

AUC>90% 

For DL: 

AUC>98.5% 

 

5. Conclusions 

 
There were some limitations in the presented study. First, we 

could not have all of the CT scan data of every patients, so if we 

had, we could achieve more succesfull detection, evaluation and 

interpretation results. In the contrary, with using the limited 

number of dataset, we obtained highly important and successful 

results from the our approach. With using the limited number of 

data, we successfully used pre-trained Deep Learning models for 

fast detection and accurate evaluation. Last, although this 

software can be used commercially and this still needs 

radiologists’ and doctors’ supervision and advice. 

 

There are some advantages of the study. The whole software 

has important advantages and these can help doctors for early 

diagnosis of (acute) ischemic stroke in addition to the area of 

CAD systems. According to the development process and the 
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obtained results, it is important that this system can be more 

adapted with the Machine Learning, Artificial Intelligence 

methods as well as Deep Learning methods. In conclusion, this 

study can be developed for using with the other specific lesions in 

other parts of the human body, too. 
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