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Abstract— Providing machine learning (ML) based security in heterogeneous IoT networks including 

resource-constrained devices is a challenge because of the fact that conventional ML algorithms require 

heavy computations.  Therefore, in this paper, lightweight ProtoNN, CMSIS-NN, and Bonsai tree ML 

algorithms were evaluated by using performance metrics such as testing accuracy, precision, F1 score 

and recall to test their classification ability on the IPv6 network dataset generated on resource-scarce 

embedded devices. The Bonsai tree algorithm provided the best performance results in all metrics (98.8 

in accuracy, 98.9% in F1 score, 99.2% in precision, and 98.8% in recall) compared to the ProtoNN, and 

CMSIS-NN algorithms. 

Keywords : Embedded systems, machine learning, lightweight ML algorithms, IPv6 Network, cyber 

attack 

 

1.Introduction 

IoT networks process and store a lot of valuable user data, so they become valuable targets of 

malicious attackers. Due to the constant presence of attackers, machine learning-based attack detection 

systems are needed to detect abnormal network activity. In the development of these systems, an IoT 

network traffic dataset termed as the KDD Cup99 (Alieksieiev and Andrii, 2019) containing normal and 

malicious activities is used. This data set, which contains the data of the IoT network, is given as training 

data to the machine learning algorithm for identifying and classifying activities in the IPv6 network. 

Machine learning algorithms can monitor network activities and detect network attacks and traces 

effectively and efficiently. 

Various ML approaches have been put forward to classify the IoT network traffic in order to detect 

malicious activities such as denial of service attacks (Ge et al., 2019). It has been proposed by Ge (2019) 

that a new intrusion detection scheme based on deep learning can classify traffic flow in IoT networks.  

Khraisat (2019) in another study suggested using ensemble hybrid attack detection system for IoT 

networks. Elsewhere, Ferrag et al. (2020) presented a new detection model which adopted deep learning-

based ML algorithm and provided a classification of 35 well-known datasets using deep learning.  

The aforementioned studies have provided a high classification accuracy in their experimental 

analysis. However, deep learning and ensemble hybrid-based ML models are computationally heavy 

algorithms as they use more processing power and memory compared to single-based ML algorithms 

(Yang et al. 2017). IoT networks include not only computationally rich devices but also resource-scarce 
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end devices such as sensor nodes. Smooth implementation of computationally heavy ML models in such 

heterogeneous IoT networks could be a challenge because of the existence of resource-limited devices 

with constrained processing power and memory capacity (Tuor et al.,2018). Therefore, this paper 

evaluates new lightweight ML algorithms in resource-scarce embedded devices to test their 

classification ability. 

In this study, ProtoNN, CMSIS-NN, and Bonsai tree algorithms were evaluated on the heterogeneous 

IoT network dataset.  The aforementioned novel lightweight ML algorithms are implemented and 

evaluated on the classification of network traffic as DOS attacks and innocuous in computing resource-

scarce embedded systems.  

 

2. Related Work 

In the literature, many attempts using machine learning algorithms have been made with the purpose 

of attack detection in IoT networks. 

Lonea et al. (2013) proposed an attack detection approach using Dempster-Shafer Theory (DST) 

processes and Fault Tree Analysis (FTA) for virtual machine (VM) intrusion detection system (IDS) 

based attacks to detect and analyze distributed denial of service attacks in cloud computing services. 

The approach quantitatively represents uncertainty and is used efficiently in IDSs to reduce false alarm 

rates. The rules of communication for IoT-based sensor networks are being developed over time with 

new standards. However, denial of service attacks threatens the availability of resources by threatening 

sensor nodes with massive network attacks. To prevent this, Beloglazov et al. (2019) demonstrated an 

ADE (Averaged Dependence Estimator) based intrusion detection scheme for IoT sensors. 

Tertytchny et al. (2020) analyzed the anomalies in the network and stated that this situation could be 

caused by malfunctions or network attacks. Their analysis results show that supervised machine learning 

methods achieve high accuracy rates in classifying failures or attacks. 

Network traffic classification is an efficient method of detecting and analyzing communication 

network anomalies. KNN, SVM and RF algorithms have been commonly applied to detect DDoS attacks 

(Aamir, 2021). In another study, KNN, SVM and RF models with optimized parameters provided 95%, 

92% and 96.66% accuracy rates respectively, on the dataset created by using the Riverbed Modeller 

network traffic generator (Aamir and Zaidi, 2019). 

Volkov and Kurochkin (2020) tested the applicability of artificial neural networks for the purpose of 

defining network attacks, they classified the data set containing 7 different classes with the LSTM 

model. It has been observed that the LSTM model in the 2-class structure selected from the data set is 

more successful than the MLP model in classifying network attacks. 

An OCSA and RNN-based intrusion detection system in cloud computing services has been proposed 

by SaiSindhuTheja and Shyam (2021). A metaheuristic OCSA algorithm was used for feature selection. 

The KDDcup99 dataset was classified with an accuracy rate of 94.12% in the model created with RNN. 

Tekerek (2021) proposed a web attack detection architecture by using CNN deep learning algorithm 

to detect anomalies in HTTP web traffic using the CSIC2010v2 HTTP dataset. Using the specified data 

set, HTTP data on the test data in the CNN model were classified as normal and abnormal with an 

accuracy rate of 97.07%.  

 

3. Application of novel ML Methods for Embedded Systems 

This section presents novel algorithms and tools used in the following sections to understand 

optimizations of machine learning algorithms on end devices in resource-scarce embedded systems.  

3.1. Dataset Description  

In this paper, KDD Cup99 (Alieksieiev and Andrii, 2019) dataset was used to evaluate the novel 

lightweight ML models. The dataset includes normal and attacks samples of IPv6 networks related to 
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denial-of-service attacks. The dataset was divided into two parts training and testing datasets. The 

training dataset was 80% of the total dataset and the testing dataset was 20% of the total dataset.  

The identifying feature or information for the attack can be obtained by observing the network. In 

general, monitoring the network can be seen as an expensive and time-consuming task. However, in 

order for IoT networks or computer systems to work, data collection from the network is a 

straightforward process. In practice, network communication traffic can be monitored using sniffer tools 

(Lamping and Warnicke, 2004). However, simply observing network packets may not give an overall 

view of network traffic (Lamping and Warnicke, 2004). Despite these drawbacks, several datasets are 

generated for the purpose of testing intrusion detection systems. The KDD Cup'99 dataset is developed 

specifically for the testing of intrusion detection systems and made available in a competition organized 

within the framework of the 5th International Knowledge Discovery and Data Mining conference 

(Alieksieiev and Andrii, 2019). Therefore, in this paper, we employed the KDD Cup'99 dataset for 

training and testing purposes. 

3.2. Lightweight Machine Learning Algorithms and Tools for Resource-scarce IoT devices 

This section overviews the ML tools and algorithms currently available in scarce-resource IoT 

devices for understanding the optimizations and properties of ML. This section focuses on the main 

optimizations when discussing these algorithms and tools, not the foundation of implementing these 

new algorithms and libraries.  

 

Figure 1. Flow diagram of the lightweight ML model to classify IoT network traffic. 
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Figure 1 illustrates the flow diagram of the ML model to classify IoT network traffic into two classes 

such as attack and innocuous traffic. 

 

ProtoNN algorithm (Gupta et al., 2017) is a new ML model as an alternative to the KNN algorithm 

in resource-limited devices including MCUs. The KNN algorithm is expressed as a 

supervised/supervised machine learning method in which the class (learning cluster) and the nearest 

neighbour (element) of the sample data point to be classified are determined according to the k value 

(similarity). However, the KNN algorithm is not preferred to be implemented on devices with limited 

memory space, because this algorithm stores the entire training dataset that it will use in the prediction 

phase. On the other hand, the ProtoNN algorithm can model and learn the entire training set with a small 

dataset prototype. 

Bonsai is a novel decision tree-based ML algorithm (Khandagale, 2020). Decision trees are used in 

a classification problem. It creates a learning model based on a tree structure containing leaf nodes and 

decision nodes by feature and target. The decision tree learning method is carried out by dividing the 

data set into smaller pieces. A decision node may contain one or more branches. The first node is called 

the root node. A decision tree can be used for both categorical and numerical dataset. Bonsai tree ML 

algorithm reduces the model size to minimize resource usage and still maintains predictive accuracy. To 

achieve this, it chooses a low-dimensional data space from which the entire tree can be learned and 

sparsely reflects all data. 

CMSIS-NN is a lightweight library to embed Neural Network based ML algorithms in resource-

scarce MCUs. This library is proposed by Lai et al. (2018).  Neural networks emerged as a result of the 

mathematical modelling of the learning process (Lai et al. 2018). The low-cost version of the neural 

network named CMSIS-NN can be implemented in Cortex-M processor cores by achieving 4 times 

performance improvement and energy efficiency when compared to conventional neural network 

implementation (Sakr et al., 2021). CMSIS library performs data optimizations such as fixed-point 

uniform quantization and converting 8-bit to 16-bit data types so that neural networks can be 

implemented smoothly in resource-constrained IoT devices. 

3.3. Evaluation Metrics 

This study has been analyzed based on four metrics. These are Accuracy, Precision, F1-Score and 

Recall. The formula for each metric is presented as follows: 

 

● Accuracy = (TP+TN)/(TP+FN+TN+FP) 

● F1-Score:(2*Precision*Recall)/(Precision+Recall) 

● Precision: TP/(TP+FP) 

● Recall: TP/(TP+FN) 

 

where TP: True Positive, TN: True Negative, FP: False Positive, FN: False Negative. 

 

4. Results and Discussion 

This section provides the performance results of the novel machine learning models evaluated on the 

IPv6 network dataset generated on resource-scarce embedded devices. The performance metrics such as 

testing accuracy, precision, F1 score and recall are used to discuss the classification ability of the 

ProtoNN, CMSIS-NN, and Bonsai tree ML algorithms.  

Table 1 presents the DOS detection performance results of lightweight ML algorithms. The best 

statical score is provided through the Bonsai model while the worst performance is obtained by the 

ProtoNN model. Even if the CMSIS-NN model is the second-best model in terms of each metric, the 
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accuracy rate between them was 0.003%. In other words, the CMSIS-NN model can be considered an 

effective model as much as Bonsai in the DOS detection of lightweight. 

 

Table 1. DOS detection performance results of lightweight ML algorithms 

ML Model ACC F1 Score Precision Recall 

ProtoNN 96.2 94.3 93.5 96.2 

CMSIS-NN 98.5 98.5 98.5 98.5 

Bonsai 98.8 98.9 99.2 98.8 

As can be seen from Table 1, the Bonsai model has a better performance when compared to the 

CMSIS-NN and ProtoNN models in the DOS detection performance results of lightweight ML 

algorithms based on F1-score, Precision, and Recall. The Bonsai and CMSIS-NN can almost present 

similar statistical scores (around 98.5% and 99.2%). 

 

5. Conclusion 

In this study, three novel machine learning algorithms (ProtoNN, CMSIS-NN, and Bonsai tree) were 

employed to classify communication traffic on heterogeneous IoT networks including resource-scarce 

embedded devices.  Those algorithms were evaluated by using performance metrics such as testing 

accuracy, precision, F1 score and recall.  The highest accuracy score (98.8%) was achieved by the 

Bonsai tree ML algorithm. In addition, the Bonsai tree algorithm provided the best performance in other 

metrics such as 98.9% in F1 score, 99.2% in precision, and 98.8% in the recall. 
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