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## Abstract

This paper investigates the following Katugampola fractional differential equation with Erdelyi-Kober fractional integral boundary conditions:

$$
\begin{cases}D^{\rho, \alpha} u(t)+h(t, u(t))=0, & 0<t<T \\ u(0)=0, & 0<\xi<T \\ u^{\prime}(T)=\lambda I_{\eta}^{\gamma, \delta} u^{\prime}(\xi), & \end{cases}
$$

where $D^{\rho, \alpha}$ is the Katugampola derivative of order $1<\alpha<2, \rho>0$ and $h:[0, T] \times \mathbb{R} \rightarrow \mathbb{R}$ is a continuous function, $I_{\eta}^{\gamma, \delta}$ denotes Erdelyi-Kober fractional integral of order $\delta>0, \eta>0, \lambda, \gamma \in \mathbb{R}$. Some new existence and uniqueness results are obtained using nonlinear's contraction principal and Krasnoselskii's and LeraySchauder's fixed point theorems. Four examples are given in the last section to illustrate the obtained results.
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## 1. Introduction

## 2. Introduction

Fractional calculus is one of the most emerging areas and has attracted the attention of many researchers over the last few decades [2, 3, 6, 12, 13, 15, 16, 20, 17, 14]. Many researchers have been interested both in theoretical aspects and in various applications: physics, chemistry, engineering, biology, etc.

[^0]Classical fractional order boundary conditions involve Riemman-Liouville or Katugampola type integral boundary conditions, which use Erdelyi-Kober fractional integral operators. Introduced by Arther Erdelyi and Herman Kober in 1940 [19], they play an important role in solving some problems in signal processing, dual and triple integral equations, and special function in mathematical physics [1, 7, 9, 11, 5, 18, 21].

In [1], the authors investigated the existence of solution of Caputo type fractional differential equation with nonlocal Riemann-Liouville and Erdelyi-Kober type integral boundary conditions, of the form

$$
\begin{cases}{ }^{C} D^{q} u(t)=f(t, u(t)), & 0<t<T \\ u(0)=\alpha I_{\eta}^{\gamma, \delta} u(\xi), & 0<\xi<T \\ u(T)=\beta J_{\eta}^{\psi} u(\zeta), & 0<\zeta<T\end{cases}
$$

where ${ }^{C} D^{\alpha}$ is the Caputo derivative of order $1<\alpha \leq 2, f:[0, T] \times \mathbb{R} \rightarrow \mathbb{R}$ is a continuous function, $I_{\eta}^{\gamma, \delta}$ denotes Erdelyi-Kober fractional integral of order $\delta>0, \eta>0, \gamma \in \mathbb{R}$.

In [10], the authors investigated the existence results for Katugampola fractional differential equations via a measure of noncompactness:

$$
\left\{\begin{array}{l}
D^{\rho, \omega} u(t)=h(t, u(t)), \quad 0<t<T \\
u(0)=u_{0}, u^{\prime}(0)=u_{1}
\end{array}\right.
$$

where $D^{\rho, \omega}$ is Katugampola fractional derivative of order $1<\rho<2, h:[0, T] \times \mathbb{R} \rightarrow \mathbb{R}$ is a continuous function and $\omega>0$.

In [13], the authors established the fractional order boundary value problems with Katugampola fractional integral conditions as follow:

$$
\begin{cases}{ }^{C} D^{q} u(t)+f(t, u(t))=0, & 0<t<T \\ u(T)=\beta I^{\rho, q}(\epsilon), & 0<\epsilon<T \\ u^{\prime}(T)=\gamma I^{\rho, q} u^{\prime}(\eta), & 0<\eta<T \\ u^{\prime \prime}(T)=\delta I^{\rho, q} u^{\prime \prime}(\zeta), & 0<\zeta<T\end{cases}
$$

where ${ }^{\rho} I^{q}$ is the Katugampola integral, $q>0, \rho>0$, and $f:[0, T] \times \mathbb{R} \rightarrow \mathbb{R}$ is a continuous function.
In [19], the authors established the existence of solution for following nonlinear Riemann-Liouville fractional differential equation subject to nonlocal Erdelyi-Kober fractional integral conditions:

$$
\begin{cases}D^{q} u(t)+f(t, u(t))=0 & 0<t<T \\ u(0)=0, & \\ \alpha u(T)=\Sigma_{i=1}^{m} \beta_{i} I_{\eta_{i}}^{\gamma_{i}, \delta_{i}} u\left(\xi_{i}\right), & 0<\xi<T\end{cases}
$$

where $D^{q}$ is the standard Riemann-Liouville fractional derivative of order $1<q \leq 2, f:[0, T] \times \mathbb{R} \rightarrow \mathbb{R}$ is a continuous function, $I_{\eta_{i}}^{\gamma_{i}, \delta_{i}}$ denote Erdelyi-Kober fractional integral of order $\delta_{i}>0, \eta_{i}>0, \gamma_{i} \in \mathbb{R}$ and $\alpha, \beta_{i} \in \mathbb{R}, \xi \in(0, T), i=1,2, \ldots m$ are given constants.

In [4] the authors studied the existence and uniqueness of solution for a class nonlinear implicit fractional differential equation via Katugampola fractional derivative:

$$
\left\{\begin{array}{l}
D_{0^{+}}^{\rho, \alpha} u(t)=f\left(t, u(t), D_{0^{+}}^{\rho, \alpha} u(t)\right), \quad 0<t<T \\
u(0)=0
\end{array}\right.
$$

where $0<\alpha \leq 1, \rho>0$ and $T \leq(p c) \frac{1}{p c}$ for any $1<p \leq \infty, c>0$ is finite positive constant, $p$ is the order of Lebesgue integral defined on a suitable space, the symbol $D_{0^{+}}^{\rho, \alpha}$ presents the Katugampola fractional derivative operator and $f:[0, T] \times \mathbb{R} \rightarrow \mathbb{R}$ is a continuous function.

Motivated by the above papers, we investigate the existence of solution for the following Katugampola fractional differential equipped with Erdelyi-Kober fractional integral boundary conditions:

$$
\begin{cases}D^{\rho, \alpha} u(t)+h(t, u(t))=0, & 0<t<T  \tag{1}\\ u(0)=0, & 0<\xi<T \\ u^{\prime}(T)=\lambda I_{\eta}^{\gamma, \delta} u^{\prime}(\xi), & \end{cases}
$$

where $1<\alpha<2, \rho>0, \delta>0, \eta>0, \lambda, \gamma \in \mathbb{R}$, and $h:[0, T] \times \mathbb{R} \rightarrow \mathbb{R}$ is a continuous function.
The paper is organized as the follows. In section 2, we present some preliminaries and lemmas. Sections 3 and 4 are devoted to the existence and uniqueness solution of (1), which are obtained via contraction mapping principle, Krasnoselskii's fixed point theorem, and Leray-Schauder nonlinear alternative. In section 5 , four illustrative examples are detailed.

## 3. Preliminaries

We recall here some basic definitions of fractional integral calculus and some auxiliary lemmas which will be needed later.

Consider the space $X_{c}^{p}[0, T],(c \in \mathbb{R}, 1 \leq p \leq \infty)$ of complex-valued Lebesgue measurable functions $h$ on $[0, T]$ for which $\|h\|_{X_{c}^{p}}<\infty$, where the norm is defined by

$$
\left.\|h\|_{X_{c}^{p}}=\left(\int_{0}^{T}\left|s^{c} h(s)\right|^{p} \frac{d s}{s}\right)\right)^{\frac{1}{P}}<\infty
$$

for $c \in \mathbb{R}, 1 \leq p \leq \infty$. For $p=\infty$, we have

$$
\|h\|_{X_{c}^{\infty}}=\text { ess } \sup _{0 \leq t \leq T}\left|s^{c} h(s)\right| .
$$

By $X=C[0, T]$ we denote the Banach space of all continuous functions $x:[0, T] \rightarrow \mathbb{R}$ with the norm

$$
\|x\|_{C}=\sup _{t \in[0, T]}|x(t)|
$$

Remark 3.1. 44 Let $p, c, T \in \mathbb{R}_{+}^{\star}$ be such that $p \geq 1$, $c>0$ and $T \leq(p c)^{\frac{1}{p c}}$. One can easily see that $\forall h \in C[0, T]$

$$
\|h\|_{X_{c}^{p}}=\left(\int_{0}^{T}\left|s^{c} h(s)\right|^{p} \frac{d s}{s}\right)^{\frac{1}{P}} \leq\left(\|h\|_{c}^{p} \int_{0}^{T} s^{p c-1} d s\right)^{\frac{1}{P}}=\frac{T^{C}}{(p c)^{\frac{1}{p}}}\|h\|_{C}
$$

and if $p=\infty$

$$
\|h\|_{X_{c}^{p}}=\text { ess } \sup _{0 \leq t \leq T}\left(t^{c}|h(t)|\right) \leq T^{c}\|h\|_{C}
$$

which implies that $C[0, T] \hookrightarrow X_{c}^{p}[0, T]$, and $\|h\|_{X_{c}^{p}} \leq\|h\|_{C}$ for all $T \leq(p c) \frac{1}{p c}$.
Definition 3.1. [13] The Riemann-Liouville fractional integral of order $\alpha>0$ of continuous function $h$ : $(0, \infty) \rightarrow \mathbb{R}$ is defined by

$$
J^{\alpha} h(t)=\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} h(s) d s
$$

where $\Gamma(\cdot)$ is the gamma function, defined by

$$
\Gamma(\alpha)=\int_{0}^{\infty} t^{\alpha-1} e^{-t} d t
$$

Definition 3.2. [1] The Riemann-Liouville fractional derivative of order $\alpha>0, n-1<\alpha<n$, $n \in \mathbb{N}$ of $a$ continuous function $h:(0, \infty) \rightarrow \mathbb{R}$ is defined by

$$
D_{0^{+}}^{\alpha} h(t)=\frac{1}{\Gamma(n-\alpha)}\left(\frac{d}{d t}\right)^{n} \int_{0}^{t}(t-s)^{n-\alpha-1} h(s) d s
$$

where the function $h$ has absolutely continuous derivative up to order $(n-1)$.

Definition 3.3. 44 The left-sided Hadamard fractional derivative of order $\alpha>0$ of a continuous function $h:(0, \infty) \rightarrow \mathbb{R}$ is defined by

$$
{ }^{H} D_{0^{+}}^{\alpha} h(t)=\frac{1}{\Gamma(n-\alpha)}\left(t \frac{d}{d t}\right)^{n} \int_{0}^{t}\left(\log \frac{t}{s}\right)^{n-\alpha-1} h(s) \frac{d s}{s}, n=[\alpha]+1
$$

Definition 3.4. 4 The left-sided Hadamard fractional integral of order $\alpha>0$ of a continuous function $h:[0, T] \rightarrow \mathbb{R}$ is defined by

$$
{ }^{H} J_{0^{+}}^{\alpha} h(t)=\frac{1}{\Gamma(\alpha)} \int_{0}^{t}\left(\log \frac{t}{s}\right)^{\alpha-1} h(s) \frac{d s}{s}
$$

Definition 3.5. [13] The Katugampola fractional integral of order $\alpha>0$ and $\rho>0$ of a function $h(t)$ for all $0<t<\infty$, is defined by

$$
J_{0^{+}}^{\rho, \alpha} h(t)=\frac{\rho^{1-\alpha}}{\Gamma(\alpha)} \int_{0}^{t} \frac{s^{\rho-1}}{\left(t^{\rho}-s^{\rho}\right)^{1-\alpha}} h(s) d s, \quad t \in[0, T]
$$

for $\rho>0$. This integral is called left-sided integral.
Lemma 3.1. [13] Let be the constants $\rho, q>0$ and $p>0$. Then the following formula holds:

$$
J^{\rho, q} t^{p}=\frac{\Gamma\left(\frac{p+\rho}{\rho}\right)}{\Gamma\left(\frac{p+\rho q+\rho}{\rho}\right)} \frac{t^{p+\rho q}}{\rho^{q}} .
$$

Remark 3.2. [13] The above definition (3.5) of Katugampola fractional integral corresponds to the RiemannLiouville fractional integral of order $\alpha>0$, when $\rho=1$, while the famous Hadamard fractional integral follows for $\rho \rightarrow 0$; that is:

$$
\lim _{\rho \rightarrow 0} J_{0^{+}}^{\rho, \alpha} h(t)=\frac{1}{\Gamma(\alpha)} \int_{0}^{t}\left(\log \frac{t}{s}\right)^{\alpha-1} \frac{h(s)}{s} d s
$$

Definition 3.6. [4] The generalized fractional derivative of order $\alpha>0$ corresponding to the Katugampola fractional integral is defined for any $0<t<\infty$ by:

$$
\begin{aligned}
D_{0^{+}}^{\rho, \alpha} h(t) & =\left(t^{1-\rho} \frac{d}{d t}\right)^{n}\left(J_{0^{+}}^{\rho, n-\alpha} h\right)(t) \\
& =\frac{\rho^{\alpha-n+1}}{\Gamma(n-\alpha)}\left(t^{1-\rho} \frac{d}{d t}\right)^{n} \int_{0}^{t} \frac{s^{\rho-1}}{\left(t^{\rho}-s^{\rho}\right)^{\alpha-n+1}} h(s) d s, \quad t \in[0, T]
\end{aligned}
$$

where $n=[\alpha]+1$ and $\rho>0$ (when the integral exists).
Remark 3.3. 4] As a basic example, we quote for $\alpha, \rho>0$ and $\mu>-\rho$

$$
D_{0^{+}}^{\rho, \alpha} t^{\mu}=\frac{\rho^{\alpha-1} \Gamma\left(1+\frac{\mu}{\rho}\right)}{\Gamma\left(1-\alpha+\frac{\mu}{\rho}\right)} t^{\mu-\alpha \rho}
$$

Definition 3.7. [1] The Erdelyi-Kober fractional integral of order $\delta>0$ with $\eta>0$ and $\gamma \in \mathbb{R}$, of a continuous function $f:(0, \infty) \rightarrow \mathbb{R}$ is defined by:

$$
I_{\eta}^{\gamma, \delta} h(t)=\frac{\eta t^{-\eta(\delta+\gamma)}}{\Gamma(\delta)} \int_{0}^{t} \frac{s^{\eta \gamma+\eta-1}}{\left(t^{\eta}-s^{\eta}\right)^{1-\delta}} h(s) d s
$$

provided that the right side is pointwise defined on $\mathbb{R}^{+}$.

Remark 3.4. [1] For $\eta=1$ the above operator is reduced to the Kober operator

$$
I_{1}^{\gamma, \delta} h(t)=\frac{t^{-(\delta+\gamma)}}{\Gamma(\delta)} \int_{0}^{t} \frac{s^{\gamma}}{(t-s)^{1-\delta}} h(s) d s
$$

That was introduced for the first time by Kober. For $\gamma=0$, the Kober operator is reduced to the RiemannLiouville fractional integral with a power weight

$$
I_{1}^{0, \delta} h(t)=\frac{t^{-\delta}}{\Gamma(\delta)} \int_{0}^{t} \frac{h(s)}{(t-s)^{1-\delta}} d s, \delta>0
$$

Lemma 3.2. [1] Let $\delta, \eta>0$ and $\gamma, q \in \mathbb{R}$. Then we have

$$
I_{\eta}^{\gamma, \delta} t^{q}=\frac{t^{q} \Gamma\left(\gamma+\left(\frac{q}{\eta}\right)+1\right)}{\Gamma\left(\gamma+\left(\frac{q}{\eta}\right)+\delta+1\right)}
$$

Theorem 3.1. The operator $J_{a^{+}}^{\rho, \alpha}$ is linear and bounded from $C([a, b])$ to $C([a, b])$, then

$$
\left\|J_{a^{+}}^{\rho, \alpha} x\right\|_{C} \leq K_{\alpha, \rho}\|x\|_{C}
$$

with $K_{\alpha, \rho}=\frac{\rho^{-\alpha}}{\Gamma(\alpha+1)}\left(b^{\rho}-a^{\rho}\right)^{\alpha}$.
Proof. For any $x \in C[0, T]$; one has

$$
\begin{aligned}
\left|\frac{\rho^{1-\alpha}}{\Gamma(\alpha)} \int_{a}^{t}\left(t^{\rho}-s^{\rho}\right)^{\alpha-1} s^{\rho-1} x(s) d s\right| & \leq \frac{\rho^{1-\alpha}}{\Gamma(\alpha)}\|x\|_{C} \int_{a}^{t}\left(t^{\rho}-s^{\rho}\right)^{\alpha-1} s^{\rho-1} d s \\
& \leq \frac{\rho^{-\alpha}}{\Gamma(\alpha+1)}\left(b^{\rho}-a^{\rho}\right)^{\alpha}\|x\|_{C}
\end{aligned}
$$

## 4. Main Results

Lemma 4.1. [10] Let $\alpha, \rho>0$, if $u \in C[0, T]$, then we have the following properties.
(i) The fractional differential equation $D_{0^{+}}^{\rho, \alpha} u(t)=0$ admits a solution defined by:

$$
u(t)=c_{0}+c_{1} t^{\rho}+c_{2} t^{2 \rho}+\ldots+c_{n} t^{(n-1) \rho}
$$

where $c_{i} \in \mathbb{R}$, with $i=0,1,2, \ldots, n, n=[\alpha]+1$.
(ii) Let $\alpha>0$, then

$$
J^{\rho, \alpha} D_{0^{+}}^{\rho, \alpha} u(t)=u(t)+c_{0}+c_{1} t^{\rho}+c_{2} t^{2 \rho}+\ldots+c_{n} t^{(n-1) \rho}
$$

where $c_{i} \in \mathbb{R}$ and $n=[\alpha]+1$.
Lemma 4.2. Let $1<\alpha<2$ and $\lambda \in \mathbb{R}$. A function $u \in C([0, T], \mathbb{R})$ is a solution of nonlinear Katugampola fractional integral equation

$$
\begin{equation*}
u(t)=\frac{t^{\rho}}{A} J^{\rho, \alpha-1} g(T)-\frac{t^{\rho} \lambda}{A} I_{\eta}^{\gamma, \delta} J^{\rho, \alpha-1} g(\xi)-J^{\rho, \alpha} g(t) \tag{2}
\end{equation*}
$$

if and only if $u$ is a solution of the katugampola fractional differential equation with Erdelyi-Kober fractional integral conditions

$$
\begin{cases}D^{\rho, \alpha} u(t)+g(t)=0, & 0<t<T  \tag{3}\\ u(0)=u(0)=0 \\ u^{\prime}(T)=\lambda I_{\eta}^{\gamma, \delta} u^{\prime}(\xi), & 0<\xi<T\end{cases}
$$

Proof. Applying Lemma (4.1) to equation (3), we obtain

$$
\begin{equation*}
u(t)=-c_{0}-c_{1} t^{\rho}-J^{\rho, \alpha} g(t) \tag{4}
\end{equation*}
$$

with $c_{0}, c_{1} \in \mathbb{R}$. The condition $u(0)=0$ implies that $c_{0}=0$.
Thus

$$
\begin{equation*}
u^{\prime}(t)=-\rho c_{1} t^{\rho-1}-J^{\rho, \alpha-1} g(t) \tag{3.4}
\end{equation*}
$$

Combining the Erdelyi-Kober fractional integral with (3.4), we get

$$
\begin{aligned}
\lambda I_{\eta}^{\gamma, \delta} J^{\rho, \alpha-1} u^{\prime}(\xi) & =-\rho c_{1} \lambda \xi^{\rho-1} \frac{\Gamma\left(\gamma+\left(\frac{\rho-1}{\eta}\right)+1\right)}{\Gamma\left(\gamma+\left(\frac{\rho-1}{\eta}\right)+\delta+1\right)}-\lambda I_{\eta}^{\gamma, \delta} J^{\rho, \alpha-1} g(\xi) \\
u^{\prime}(T) & =-\rho c_{1} T^{\rho-1}-J^{\rho, \alpha-1} g(T) \\
& =-\rho c_{1} \lambda \xi^{\rho-1} \frac{\Gamma\left(\gamma+\left(\frac{\rho-1}{\eta}\right)+1\right)}{\Gamma\left(\gamma+\left(\frac{\rho-1}{\eta}\right)+\delta+1\right)}-\lambda I_{\eta}^{\gamma, \delta} J^{\rho, \alpha-1} g(\xi)
\end{aligned}
$$

Solving the above equation for $c_{1}$ and choosing

$$
A=-\rho \lambda \xi^{\rho-1} \frac{\Gamma\left(\gamma+\left(\frac{\rho-1}{\eta}\right)+1\right)}{\Gamma\left(\gamma+\left(\frac{\rho-1}{\eta}\right)+\delta+1\right)}-T^{\rho-1}
$$

we obtain

$$
c_{1}=\frac{1}{A} J^{\rho, \alpha-1} g(T)-\frac{\lambda}{A} I_{\eta}^{\gamma, \delta} J^{\rho, \alpha-1} g(\xi)
$$

Substituting the constant $c_{1}$ into (4), we find (2).
Also, we consider the notations:

$$
\begin{align*}
\phi & =\frac{\rho^{1-\alpha}}{A \Gamma(\alpha)} T^{\rho \alpha}+\frac{\rho^{1-\alpha}|\lambda| \xi^{\rho(\alpha-1)} \Gamma\left(\gamma+\left(\frac{\rho-1}{\eta}\right)+1\right)}{A \Gamma(\alpha) \Gamma\left(\gamma+\left(\frac{\rho-1}{\eta}\right)+\delta+1\right)} T^{\rho}+\frac{\rho^{-\alpha}}{\Gamma(\alpha+1)} T^{\rho \alpha}  \tag{3.5}\\
\Omega_{1} & =\frac{\rho^{1-\alpha}}{A \Gamma(\alpha)} T^{\rho \alpha}+\frac{\rho^{1-\alpha}|\lambda| \xi^{\rho(\alpha-1)} \Gamma\left(\gamma+\left(\frac{\rho-1}{\eta}\right)+1\right)}{A \Gamma(\alpha) \Gamma\left(\gamma+\left(\frac{\rho-1}{\eta}\right)+\delta+1\right)} T^{\rho} . \tag{3.6}
\end{align*}
$$

In the following section, we investigate existence and uniqueness results for the boundary value problem (1).

## 5. Existence and uniqueness results

We defined the operator $H: X \rightarrow X$ associated to the problem (1) as

$$
\begin{equation*}
(H u)(x)=-\frac{t^{\rho}}{A} J^{\rho, \alpha-1} h(s, u(s))(T)+\frac{t^{\rho} \lambda}{A} I_{\eta}^{\gamma, \delta} J^{\rho, \alpha-1} h(s, u(s))(\xi)-J^{\rho, \alpha} h(s, u(s))(t) \tag{4.1}
\end{equation*}
$$

We use the following expressions:

$$
\begin{aligned}
J^{\rho, \alpha} h(s, u(s))(z) & =\frac{\rho^{\alpha}}{\Gamma(\alpha)} \int_{0}^{z}\left(z^{\rho}-s^{\rho}\right)^{\alpha-1} s^{\rho-1} h(s, u(s)) d s \\
I_{\eta}^{\gamma, \delta} J^{\rho, \alpha} h(s, u(s))(\xi) & =\frac{\eta \xi^{-\eta(\gamma+\delta)} \rho^{1-\alpha}}{\Gamma(\alpha) \Gamma(\gamma)} \int_{0}^{z} \int_{0}^{r} \frac{r^{\eta \gamma+\eta+1}\left(r^{\rho}-s^{\rho}\right)^{\alpha-2} s^{\rho-1}}{\left(\xi^{\rho}-r^{\rho}\right)^{\alpha-1} s^{\rho-1}} h(s, u(s)) d r d s
\end{aligned}
$$

where $\xi \in[0, T]$.

Theorem 5.1. Let $h:[0, T] \rightarrow \mathbb{R}$ be a continuous function. Assume that:
$\left(H_{1}\right)$ there exists a positive constant $L$ such that

$$
|h(t, u)-h(t, v)| \leq L\|u-v\|
$$

for each $t \in[0, T]$ and $u, v \in \mathbb{R}$.
$\left(H_{2}\right) L \phi<1$, where $\phi$ is defined by (3.5).
Then the boundary value problem (1) has a unique solution on $[0, T]$.
Proof. By using the operator $H$ defined by the formula (4.1) and applying the Banach contraction mapping principle, we will show that the operator $H$ has a unique fixed point.

For any $u, v \in X$ and for each $t \in[0, T]$, we have

$$
\begin{aligned}
|H u(t)-H v(t)| & \leq \frac{T^{\rho}}{A} J^{\rho, \alpha-1}|h(s, u(s))-h(s, v(s))|(T) \\
& +\frac{T^{\rho}|\lambda|}{A} I_{\eta}^{\gamma, \delta} J^{\rho, \alpha-1}|h(s, u(s))-h(s, v(s))|(\xi) \\
& +J^{\rho, \alpha}|h(s, u(s))-h(s, v(s))|(t), \\
& \leq \frac{L\|u-v\| T^{\rho}}{A} J^{\rho, \alpha-1}(1)(T) \\
& +\frac{L\|u-v\| T^{\rho}|\lambda|}{A} I_{\eta}^{\gamma, \delta} J^{\rho, \alpha-1}(1)(\xi) \\
& +L\|u-v\| J^{\rho, \alpha}(1)(T), \\
& \leq L\|u-v\|\left\{\frac{\rho^{1-\alpha}}{A \Gamma(\alpha)} T^{\rho \alpha}+\frac{\rho^{1-\alpha}|\lambda| \xi^{\rho(\alpha-1)} \Gamma\left(\gamma+\left(\frac{\rho-1}{\eta}\right)+1\right)}{A \Gamma(\alpha) \Gamma\left(\gamma+\left(\frac{\rho-1}{\eta}\right)+\delta+1\right)} T^{\rho}+\frac{\rho^{-\alpha}}{\Gamma(\alpha+1)} T^{\rho \alpha}\right\}, \\
& =L \phi\|u-v\| .
\end{aligned}
$$

This implies that $\|H u-H v\| \leq L \phi\|u-v\|$ because $L \phi<1$.
The operator $H: X \rightarrow X$ is a contraction mapping, therefore, we deduce by Banach's contraction principle mapping, that the operator $H$ has a fixed point which is the unique solution of problem (1) on $[0, T]$.

Definition 5.1. [1] Let $X$ be a Banach space and let $H: X \rightarrow X$ be a mapping. $H$ is called a nonlinear contraction if there exists a continuous nondecreasing function $\varphi: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$such that $\varphi(0)=0$ and $\varphi(r)<r$ for all $r>0$, with the property

$$
\|H u-H v\| \leq \varphi(\|u-v\|), \forall u, v \in E
$$

Lemma 5.1. [1] (Boy and Wong) Let $X$ be a Banach space and let $H: X \rightarrow X$ be a nonlinear contraction. Then $H$ has a fixed point in $X$.

Theorem 5.2. [1] Let $h:[0, T] \times \mathbb{R} \rightarrow \mathbb{R}$ be a continuous function such that the following condition holds:
$\left(H_{3}\right)|h(t, u)-h(t, v)| \leq k(t) \frac{\|u-v\|}{B+\|u-v\|}$, for $t \in[0, T]$, where $k:[0, T] \rightarrow \mathbb{R}^{+}$is a given function.

Then the problem (1) has a unique solution on $[0, T]$.
Proof. Let us define the continuous and nondecreasing function, $\varphi: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$by

$$
\begin{cases}\varphi(r)=\frac{B r}{B+r}, & \forall r>0 \\ \varphi(0)=0, & \varphi(r)<r\end{cases}
$$

where $B:=\frac{T^{\rho}}{A} J^{\rho, \alpha-1} k(T)+\frac{T^{\rho}|\lambda|}{A} I_{\eta}^{\gamma, \delta} J^{\rho, \alpha-1} k(\xi)+J^{\rho, \alpha} k(T)$.
For any $u, v \in X$ and for each $t \in[0, T]$, one has

$$
\begin{aligned}
|H u(t)-H v(t)| & \leq \frac{T^{\rho}}{A} J^{\rho, \alpha-1}|h(s, u(s))-h(s, v(s))|(T) \\
& +\frac{T^{\rho}|\lambda|}{A} I_{\eta}^{\gamma, \delta} J^{\rho, \alpha-1}|h(s, u(s))-h(s, v(s))|(\xi) \\
& +J^{\rho, \alpha}|h(s, u(s))-h(s, v(s))|(t) \\
& \leq \frac{T^{\rho}}{A} J^{\rho, \alpha-1}\left(k(s) \frac{\|u-v\|}{B+\|u-v\|}\right)(T) \\
& +\frac{T^{\rho}|\lambda|}{A} I_{\eta}^{\gamma, \delta} J^{\rho, \alpha-1}\left(k(s) \frac{\|u-v\|}{B+\|u-v\|}\right)(\xi) \\
& +J^{\rho, \alpha}\left(k(s) \frac{\|u-v\|}{B+\|u-v\|}\right)(T), \\
& \leq \frac{\varphi(\|u-v\|)}{B}\left\{\frac{T^{\rho}}{A} J^{\rho, \alpha-1} k(T)+\frac{T^{\rho}|\lambda|}{A} I_{\eta}^{\gamma, \delta} J^{\rho, \alpha-1} k(\xi)+J^{\rho, \alpha} k(T)\right\} \\
& =\varphi(\|u-v\|)
\end{aligned}
$$

This implies that $\|T u-T v\| \leq \varphi(\|u-v\|)$. Therefore $T$ is a nonlinear contractions. Hence by Lemma(5.1) the operator $T$ has a fixed point which is solution of the problem (1), which completes the proof.

Theorem 5.3. [13] (Krassnoselski) Let $M$ be a closed bounded, convex and nonempty subset of a Banach space $X$. Let $A, B$ be two operators such that,
(a) $A x+B y \in M$, whenever $x, y \in M$,
(b) $A$ is compact and continuous,
(c) $B$ is a contraction mapping.

Then there exists $z \in M$ such that $z=A z+B z$.
Theorem 5.4. Let $h:[0, T] \times \mathbb{R} \rightarrow \mathbb{R}$ be a continuous function and suppose that the condition ( $H_{1}$ ) holds and the function $h$ satisfies the assumptions:
$\left(H_{4}\right)$ There exists a nonnegative function $\Theta \in(C[0, T], \mathbb{R})$ such that $|h(t, u(t))| \leq \Theta(t)$ for any $(t, u) \in$ $[0, T] \times \mathbb{R}$,
$\left(H_{5}\right) L \Omega_{1}<1$, where $\Omega_{1}$ is defined by (3.6).
Then the boundary value problem (1) has a least one solution in $[0, T]$.
Proof. We first define two new operators $T_{1}$ and $T_{2}$ as

$$
\begin{align*}
& \left(T_{1} u\right)(t)=-\frac{t^{\rho}}{A} J^{\rho, \alpha-1} h(s, u(s))(T)  \tag{9}\\
& \left(T_{2} u\right)(t)=-\frac{t^{\rho} \lambda}{A} I_{\eta}^{\gamma, \delta} J^{\rho, \alpha-1} h(s, u(s))(\xi)-J^{\rho, \alpha} h(s, u(s))(t), \quad t \in[0, T] \tag{10}
\end{align*}
$$

Then we consider a closed, bounded, convex and nonempty subset of the Banach space $X$ as $B_{d}=\{u \in$ $X,\|u\| \leq d\}$ with, $\|\Theta\| \phi \leq d$, where $\phi$ is defined by (3.5).

Now for any $u, v \in B_{d}$, we have

$$
\begin{aligned}
\left|T_{1} u(t)+T_{2} v(t)\right| & \leq \frac{T^{\rho}}{A} J^{\rho, \alpha-1}|h(s, u(s))|(T) \\
& +\frac{T^{\rho}|\lambda|}{A} I_{\eta}^{\gamma, \delta} J^{\rho, \alpha-1}|h(s, u(s))|(\xi) \\
& +J^{\rho, \alpha}|h(s, u(s))|(T), \\
& \leq \frac{T^{\rho}\|\Theta\|}{A} J^{\rho, \alpha-1}(1)(T) \\
& +\frac{T^{\rho}|\lambda|\|\Theta\|}{A} I_{\eta}^{\gamma, \delta} J^{\rho, \alpha-1}(1)(\xi) \\
& +\|\Theta\| J^{\rho, \alpha}(1)(T), \\
& \leq\|\Theta\|\left\{\frac{\rho^{1-\alpha}}{A \Gamma(\alpha)} T^{\rho \alpha}+\frac{\rho^{1-\alpha}|\lambda| \xi^{\rho(\alpha-1)} \Gamma\left(\gamma+\left(\frac{\rho-1}{\eta}\right)+1\right)}{A \Gamma(\alpha) \Gamma\left(\gamma+\left(\frac{\rho-1}{\eta}\right)+\delta+1\right)} T^{\rho}+\frac{\rho^{-\alpha}}{\Gamma(\alpha+1)} T^{\rho \alpha}\right\}, \\
& =\|\Theta\| \phi \leq d .
\end{aligned}
$$

Therefore, it's clear that $\left\|T_{1} u(t)+T_{2} v(t)\right\| \leq d$. Hence $T_{1} u(t)+T_{2} v(t) \in B_{d}$.
The next step concerns the compactness and continuity of the operator $T_{1}$. Continuity of $h$ implies that the operator $T_{1}$ is continuous and uniformly bounded on $B_{d}$ as

$$
\left\|T_{1}\right\| \leq\|\Theta\| \frac{\rho^{-\alpha} T^{\rho \alpha}}{\Gamma(\alpha+1)}
$$

Now we prove the compactness of the operator $T_{1}$. For $t_{1}, t_{2} \in[0, T], t_{1}<t_{2}$, we have

$$
\left|T_{1} u\left(t_{2}\right)-T_{1} u\left(t_{1}\right)\right| \leq\|\Theta\| \frac{\rho^{1-\alpha}}{\Gamma(\alpha)}\left|t_{2}^{\alpha}-t_{1}^{\alpha}\right|,
$$

which is independent of $u$ and tends to zero when $t_{2}-t_{1} \rightarrow 0$. Thus $T_{1}$ is equicontinuous. By Arzela-Ascoli theorem, $T_{1}$ is compact on $B_{d}$.

Now, we prove that $T_{2}$ is a contraction mapping. For $u, v \in X$ and for each $t \in[0, T]$, we have

$$
\begin{aligned}
\left|T_{2} u(t)-T_{2} v(t)\right| & \leq J^{\rho, \alpha-1}|h(s, u(s))-h(s, v(s))|(T) \\
& +\frac{T^{\rho}|\lambda|}{A} I_{\eta}^{\gamma, \delta} J^{\rho, \alpha-1}|h(s, u(s))-h(s, v(s))|(\xi), \\
& \leq L\|u-v\| J^{\rho, \alpha-1}(1)(T) \\
& +\frac{T^{\rho}|\lambda| \leq L\|u-v\|}{A} I_{\eta}^{\gamma, \delta} J^{\rho, \alpha-1}(1)(\xi), \\
& \leq \frac{\rho^{1-\alpha} L\|u-v\|}{A \Gamma(\alpha)} T^{\rho(\alpha-1)}+L\|u-v\| \frac{\rho^{1-\alpha}|\lambda| \xi^{\rho(\alpha-1)} \Gamma\left(\gamma+\left(\frac{\rho-1}{\eta}\right)+1\right)}{A \Gamma(\alpha) \Gamma\left(\gamma+\left(\frac{\rho-1}{\eta}\right)+\delta+1\right)} T^{\rho}, \\
& =L\|u-v\|\left\{\frac{\rho^{1-\alpha}}{A \Gamma(\alpha)} T^{\rho \alpha}+\frac{\rho^{1-\alpha}|\lambda| \xi^{\rho(\alpha-1)} \Gamma\left(\gamma+\left(\frac{\rho-1}{\eta}\right)+1\right)}{A \Gamma(\alpha) \Gamma\left(\gamma+\left(\frac{\rho-1}{\eta}\right)+\delta+1\right)} T^{\rho}\right\},
\end{aligned}
$$

which implies that $\left\|T_{2} u(t)-T_{2} v(t)\right\| \leq L \Omega_{1}\|u-v\|$. As $L \Omega_{1}\|u-v\|<1$, the operator $T_{2}$ is a contraction. Thus all the assumption of Theorem (5.3) are satisfied. So this implies that the problem (11) has at least one solution on $[0, T]$.

Theorem 5.5. [13] (Leray-Schauder's nonlinear alternative). Let $X$ be a Banach space, $C$ a closed, convex subset of $X$ and $U$ an open subset of $C$ such that $0 \in U$. Let's assume that $A: \bar{U} \rightarrow C$ is a continuous compact map. Then either
(i) A has a fixed point in $\bar{U}$, or
(ii) There exists $u \in \partial \bar{U}$ (the boundary of $U$ in $C$ ) and $\lambda \in(0,1)$; witch satisfies $u=\lambda A(u)$.

Theorem 5.6. Let $f:[0, T] \times \mathbb{R} \rightarrow \mathbb{R}$ be continuous function. Assume that
$\left(H_{6}\right)$ There exist a nonnegative function $z \in C([0, T], \mathbb{R})$ and a continuous nondecreasing function $\Theta$ : $[0, \infty) \rightarrow[0, \infty)$ such that $|f(t, u)| \leq z(t) \Theta(\|u\|)$, for all $(t, u) \in[0, T] \times \mathbb{R}$,
$\left(H_{7}\right)$ There exists a constant $N>0$ such that

$$
\frac{N}{\phi\|z\| \Theta(N)}>1
$$

where $\phi$ is defined as in (3.5).
Then the problem (1) has a least one solution on $[0, T]$.
Proof. Let $B_{R}=\{u \in X /\|u\| \leq R\}$ be a closed bounded subset in $X=C([0, T], \mathbb{R})$. Let $H$ be the operator defined by (4.1). As a first step, we show that the operator $H$ maps bounded sets into bounded sets in $C([0, T], \mathbb{R})$. Then for $t \in[0, T]$, we have

$$
\begin{aligned}
|H u(t)| & \leq \frac{T^{\rho}}{A} J^{\rho, \alpha-1}|h(s, u(s))|(T) \\
& +\frac{T^{\rho}|\lambda|}{A} I_{\eta}^{\gamma, \delta} J^{\rho, \alpha-1}|h(s, u(s))|(\xi) \\
& +J^{\rho, \alpha}|h(s, u(s))|(T), \\
& \leq \frac{T^{\rho} \Theta(\|u\|)}{A} J^{\rho, \alpha-1} z(s)(T) \\
& +\frac{T^{\rho}|\lambda| \Theta(\|u\|)}{A} I_{\eta}^{\gamma, \delta} J^{\rho, \alpha-1} z(s)(\xi) \\
& +\Theta(\|u\|) J^{\rho, \alpha} z(s)(T), \\
& \leq \frac{T^{\rho} \Theta(\|u\|)}{A} J^{\rho, \alpha-1}\|z\|(T) \\
& +\frac{T^{\rho}|\lambda| \Theta(\|u\|)}{A} I_{\eta}^{\gamma, \delta} J^{\rho, \alpha-1}\|z\|(\xi) \\
& +\Theta(\|u\|) J^{\rho, \alpha}\|z\|(T), \\
& \leq \Theta(\|u\|)\|z\|\left\{\frac{\rho^{1-\alpha}}{A \Gamma(\alpha)} T^{\rho \alpha}+\frac{\rho^{1-\alpha}|\lambda| \xi^{\rho(\alpha-1)} \Gamma\left(\gamma+\left(\frac{\rho-1}{\eta}\right)+1\right)}{A \Gamma(\alpha) \Gamma\left(\gamma+\left(\frac{\rho-1}{\eta}\right)+\delta+1\right)} T^{\rho}+\frac{\rho^{-\alpha}}{\Gamma(\alpha+1)} T^{\rho \alpha}\right\}, \\
& =\phi \Theta(\|u\|)\|z\| .
\end{aligned}
$$

Consequently, $\|H u(t)\| \leq \phi \Theta(\|u\|)\|z\|$.
Next, we show that the map $H: X \rightarrow X$ is completely continuous. Therefore, we will prove that the operator $H$ maps bounded sets into equicontinuous sets of $X=C([0, T], \mathbb{R})$. Indeed let $t_{1}, t_{2} \in[0, T]$, with
$t_{1}<t_{2}$ and $u \in B_{R}$, then we have

$$
\begin{aligned}
\left|H u\left(t_{2}\right)-H u\left(t_{1}\right)\right| & \leq \frac{\left|t_{1}^{\rho}-t_{2}^{\rho}\right|}{A} J^{\rho, \alpha-1}|h(s, u(s))|(T)+\left|J^{\rho, \alpha} h(s, u(s))\left(t_{2}\right)-J^{\rho, \alpha} h(s, u(s))\left(t_{1}\right)\right| \\
& +\frac{|\lambda|\left|t_{1}^{\rho}-t_{2}^{\rho}\right|}{A} I_{\eta}^{\gamma, \delta} J^{\rho, \alpha-1}|h(s, u(s))|(\xi) \\
& \leq \frac{\left|t_{1}^{\rho}-t_{2}^{\rho}\right|}{A} \Theta(\|u\|) z(s) J^{\rho, \alpha-1}(1)(T)+\Theta(\|u\|) z(s)\left|J^{\rho, \alpha}(1)\left(t_{2}\right)-J^{\rho, \alpha}(1)\left(t_{1}\right)\right| \\
& +\frac{|\lambda|\left|t_{1}^{\rho}-t_{2}^{\rho}\right|}{A} \Theta(\|u\|) z(s) I_{\eta}^{\gamma, \delta} J^{\rho, \alpha-1}(1)(\xi) \\
& \leq \frac{\left|t_{1}^{\rho}-t_{2}^{\rho}\right|}{A} \Theta(\|u\|)\|z\| \frac{\rho^{1-\alpha}}{\Gamma(\alpha)} T^{\rho(\alpha-1)}+\Theta(\|u\|)\|z\| \frac{\rho^{1-\alpha}}{\Gamma(\alpha)}\left|\left(t_{2}^{\rho(\alpha-1)}-t_{1}^{\rho(\alpha-1)}\right)\right| \\
& +\frac{|\lambda|\left|t_{1}^{\rho}-t_{2}^{\rho}\right|}{A} \Theta(\|u\|)\|z\| \frac{\rho^{1-\alpha}|\lambda| \xi^{\rho(\alpha-1)} \Gamma\left(\gamma+\left(\frac{\rho-1}{\eta}\right)+1\right)}{\Gamma(\alpha) \Gamma\left(\gamma+\left(\frac{\rho-1}{\eta}\right)+\delta+1\right)}, \\
& \leq \frac{\left|t_{1}^{\rho}-t_{2}^{\rho}\right|}{A} \Theta(R)\|z\| \frac{\rho^{1-\alpha}}{\Gamma(\alpha)} T^{\rho(\alpha-1)}+\Theta(R)\|z\| \frac{\rho^{1-\alpha}}{\Gamma(\alpha)}\left|\left(t_{2}^{\rho(\alpha-1)}-t_{1}^{\rho(\alpha-1)}\right)\right| \\
& +\frac{|\lambda|\left|t_{1}^{\rho}-t_{2}^{\rho}\right|}{A} \Theta(R)\|z\| \frac{\rho^{1-\alpha}|\lambda| \xi^{\rho(\alpha-1)} \Gamma\left(\gamma+\left(\frac{\rho-1}{\eta}\right)+1\right)}{\Gamma(\alpha) \Gamma\left(\gamma+\left(\frac{\rho-1}{\eta}\right)+\delta+1\right)} .
\end{aligned}
$$

It is clear that the right-hand side of above inequality tends to zero independently of $u \in B_{R}$ as $t_{2}-t_{1} \rightarrow 0$. Therefore by the Ascoli-Arzela theorem, the operator $H: X \rightarrow X$ is completely continuous.

In the last step we show that the operator $H$ has a fixed point. Let $u$ be a solution of $H(u)=u$, then for each $t \in[0, T]$,

$$
\|H u\|=\|u\| \leq \phi\|z\| \Theta(\|u\|)
$$

which implies that

$$
\frac{\|u\|}{\phi\|z\| \Theta(\|u\|)} \leq 1
$$

From $\left(H_{7}\right)$, there exists $N>0$ such that $\|u\| \neq N$. Let us set $G=\{u \in X: \| u \mid<N\}$.
Then the operator $H: \bar{G} \rightarrow X$ is continuous and completely continuous. Consequently, there doesn't exist any $u \in \partial G$ such that $u=\mu H u$ for some $\mu \in(0,1)$. Assume that there exists $u \in \partial G$ such that $u=\mu H u$ for some $\mu \in(0,1)$. Then

$$
\begin{gathered}
\|u\|=\|\mu H u\| \leq\|H u\| \leq \phi\|z\| \Theta(\|u\|) \\
\frac{\|u\|}{\phi\|z\| \Theta(\|u\|)} \leq 1
\end{gathered}
$$

This contradicts $\frac{\|u\|}{\phi\|z\| \Theta(\|u\|)}>1$. Consequently, by nonlinear alternative Leray-Schauder principal, we conclude, that $H$ has a fixed point $u \in \bar{G}$, which is a solution of problem 1 , this completes the proof.

## 6. Examples

Example 6.1. Consider the following nonlinear Katugampola fractional differential equation with ErdelyiKober fractional integral conditions:

$$
\left\{\begin{array}{l}
D^{1, \frac{3}{2}} u(t)=\left(\frac{|u|}{|u|+1}\right) \frac{e^{-\sin t}}{\pi+2}+\frac{1}{2}, t \in[0,1]  \tag{5}\\
u(0)=0 \\
u^{\prime}(1)=\frac{3}{5} I_{\frac{3}{5}}^{\frac{3}{4}}, \frac{\sqrt{2}}{2} u^{\prime}\left(\frac{1}{2}\right)
\end{array}\right.
$$

Here, $\alpha=\frac{3}{2}, \rho=1, \gamma=\frac{3}{4}, \eta=\frac{1}{5}, \delta=\frac{\sqrt{2}}{2}, \xi=\frac{1}{2}, \lambda=\frac{3}{5}$.

$$
f(t, u)=\left(\frac{|u|}{|u|+1}\right) \frac{e^{-\sin t}}{\pi+2}+\frac{1}{2}
$$

Hence, we have

$$
|f(t, u)-f(t, v)| \leq \frac{1}{\pi+2}\|u-v\|
$$

Assumption $\left(H_{1}\right)$ is satisfied with $L=\frac{1}{\pi+2}$. Using the given value, we get $\phi=1,4701$. Therefore $L \phi=$ $0,2859<1$, which implies that assumption $\left(\mathrm{H}_{2}\right)$ holds. Using theorem (5.1), we deduce that the boundary value problem (5) has a unique solution on $[0,1]$.

Example 6.2. Consider the following nonlinear Katugampola fractional differential equation with ErdelyiKober fractional integral conditions:

$$
\left\{\begin{array}{l}
D^{1, \frac{7}{4}} u(t)=\frac{t^{2}}{\pi \sqrt{t^{2}+9}}\left(\frac{|u|}{|u|+5}\right)+\frac{e^{t}+t}{2}, t \in\left[0, \frac{1}{2}\right]  \tag{6}\\
u(0)=0 \\
u^{\prime}\left(\frac{1}{2}\right)=\frac{8}{3} I_{\frac{12}{7}}^{\frac{\sqrt{5}}{3}}, \frac{1}{\sqrt{6}} u^{\prime}\left(\frac{3}{11}\right)
\end{array}\right.
$$

Here, $\alpha=\frac{7}{4}, \rho=1, \gamma=\frac{\sqrt{5}}{3}, \eta=\frac{12}{7}, \delta=\frac{1}{\sqrt{6}}, \xi=\frac{3}{11}, \lambda=\frac{8}{3}, B=0,0751$ and

$$
f(t, u)=\frac{t^{2}}{\pi \sqrt{t^{2}+9}}\left(\frac{|u|}{|u|+5}\right)+\frac{e^{t}+t}{2}
$$

Choosing $k(t)=\frac{t^{2}}{3 \pi}$, we get

$$
|f(t, u)-f(t, v)| \leq \frac{t^{2}}{3 \pi}\left(\frac{|u-v|}{0,0751+|u-v|}\right)+\frac{e^{t}+t}{2}
$$

Clearly, all the assumptions of Theorem (5.2) are satisfied, which implies that the problem (6) has at least one solution on $\left[0, \frac{1}{2}\right]$.

Example 6.3. Consider the following nonlinear Katugampola fractional differential equation with ErdelyiKober fractional integral conditions:

$$
\left\{\begin{array}{l}
D^{2, \frac{9}{5}} u(t)=\sin \left(\frac{|u|}{|u|+1}\right) \frac{e^{-2 t}}{3(\pi+7)}+\frac{t^{2}+1}{2}, t \in[0,2]  \tag{7}\\
u(0)=0, \\
u^{\prime}(2)=\frac{3}{8} I_{\frac{7}{3}}^{\frac{\sqrt{2}}{2}}, \frac{1}{4} \\
\\
\prime \\
\end{array}\right.
$$

Here, $\alpha=\frac{9}{5}, \rho=2, \gamma=\frac{\sqrt{2}}{2}, \eta=\frac{7}{3}, \delta=\frac{1}{4}, \xi=\frac{3}{2}, \lambda=\frac{3}{8}$, and

$$
\begin{gathered}
|f(t, u)-f(t, v)| \leq \frac{1}{3(\pi+7)}|u-v| \\
|f(t, u)| \leq \frac{e^{-2 t}}{3(\pi+7)}+\frac{t^{2}+1}{2}
\end{gathered}
$$

with $L=\frac{1}{3(\pi+7)}, \phi=4,6905, L \phi=0,1542, \Omega_{1}=2,6134, L \Omega_{1}=0,0859<1$.
Again, the hypothesis of Theorem (5.4) are satisfied and, as a consequence, the problem (7) has at least one solution on $[0,2]$.

Example 6.4. Consider the following nonlinear Katugampola fractional differential equation with ErdelyiKober fractional integral conditions :

$$
\left\{\begin{array}{l}
D^{3, \frac{11}{6}} u(t)=\left(\frac{u^{2}(t)}{|u|+1}+1\right)\left(\frac{\sqrt{t}+1}{8}\right), t \in\left[0, \frac{9}{16}\right]  \tag{8}\\
u(0)=0 \\
u^{\prime}\left(\frac{9}{16}\right)=\frac{5}{11} I_{\frac{1}{9}}^{\frac{4}{13}, \frac{1}{5}} u^{\prime}\left(\frac{3}{7}\right)
\end{array}\right.
$$

Here $\alpha=\frac{11}{6}, \rho=3, \gamma=\frac{4}{13}, \eta=\frac{1}{9}, \delta=\frac{1}{5}, \xi=\frac{3}{8}, \lambda=\frac{5}{11}$.
Moreover

$$
|f(t, u)|=\left|\left(\frac{u^{2}(t)}{|u|+1}+1\right)\left(\frac{\sqrt{t}+1}{8}\right)\right| \leq \frac{\sqrt{t}+1}{8}(|u|+1)
$$

We choose $z(t)=\frac{\sqrt{t}+1}{8}$ and $\Theta(\|u\|)=\|u\|+1$. We have $\|z\|=\frac{7}{32}$ and $\phi=0,0442$. Now, we need to show that there exists $N>0$ such that

$$
\frac{N}{\Theta(N)\|z\| \phi}>1
$$

and such $N>0$ exists if $1-\|z\| \phi>0$. A straightforward calculus give $\|z\| \phi=0,0097<1$, assumption $H_{7}$ is satisfied. Hence using Theorem (5.6), the boundary value problem (8) has at least one solution on $\left[0, \frac{9}{16}\right]$.

## 7. Conclusion

In this paper, with the help of standard fixed point theorems type, we obtained conditions for existence of at least one solution of a Katugampola fractional differential equation with Erdelyi-Kober fractional integral boundary conditions. In the future it seems interesting to obtain sufficient conditions to ensure Ulam-Hyers and Ulam-Hyers-Rassias stabilities.
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