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 Gasoline is one of the most sought-after resources in the world, where the need for energy is 
indispensable and continuously increasing for human life today. A shortage of gasoline may 
negatively affect the economies of countries. Therefore, analysis and estimates about gasoline 
consumption are critical. Better forecast performance on gasoline consumption can serve the 
policymakers, managers, researchers, and other gasoline sector stakeholders. This study 
focuses on forecasting daily gasoline consumption in Türkiye using a lasso regression-based 
methodology. The methodology involves three main stages: cleaning data, 
extracting/selecting features, and forecasting future consumption. Additionally, Ridge 
Regression is employed for performance comparison. Results from the proposed methodology 
inform strategies for gasoline consumption, enabling more accurate planning and trade 
activities. The study emphasizes the importance of daily forecasts in deciding import 
quantities, facilitating timely planning, and establishing a well-organized gasoline supply 
chain system. Application of this methodology in Türkiye can pave the way for globally 
coordinated steps in gasoline consumption, establishing efficient gasoline supply chain 
systems. The findings provide insights for establishing a smooth and secure gasoline 
collection/distribution infrastructure, offering effective solutions to both public and private 
sectors. The proposed forecasting methodology serves as a reference for ensuring 
uninterrupted gasoline supply and maximizing engagement between customers and 
suppliers. Applied and validated for Türkiye, this methodology can guide global efforts, 
fostering planned approaches to gasoline consumption and enhancing supply chain systems.  
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1. Introduction  
 

Türkiye's economy is an emerging market economy, 
as defined by the International Monetary Fund (IMF) [1]. 
Türkiye has a substantially improved economy. Over the 
past 20 years, Türkiye globalizes its economy with 
emerging technologies. The gross domestic product 
(GDP), which was 272 billion dollars in 2000, tripled in 
2022 to 906 billion dollars. Simultaneously, the GDP per 
capita increased 2.9 times in 2022 compared to 2002, 
from $ 3,581 to $ 10,661 [2]. The change of the GDP per 
capita and purchasing power parity by years are given in 
Figure 1 for Türkiye [3]. Türkiye's economy is the world's 
19th, and Europe's 7th largest economy in 2019 [2]. 

While various energy sources are vital for economic 
prosperity and technological competitiveness [4], oil and 
natural gas stand out as the most sought-after resources 
globally [5], particularly as the world's need for energy is 
continuously increasing. It is clear that if there is a 
shortage in the provision of these two resources, the 
economies of the country, and therefore the world 

economy, will be affected. Since the late 19th century, oil, 
as a primary energy source, has been one of the main 
factors consumed in parallel with the development of 
industry and has accelerated its growth, alongside 
electricity consumption, which has also played an 
influential role in the growth of economies [6] and has 
been recognized as another key energy type for end-
users. With its much wider usage in the 20th century, oil 
is indispensable for human life today. Research shows 
that oil will remain the essential energy source in the 
medium term. 

Three main views are accepted in measuring the 
linear relationship between oil consumption and 
economic growth. According to the first view, oil is one of 
the most important production factors, and oil demand is 
the primary economic development dynamic. The second 
view is that both oil consumption and economic growth 
affect each other, and there is bi-directional variability 
between the existing variables. According to the third 
view, it is argued that there is no linear relationship 
between oil consumption and economic growth [7]. 
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The growing economy and developing technology 
have increased the need for oil in Türkiye. The demand 
for oil is increasing daily because of the rapid growth of 
the economy, particularly within the context of the oil 
market. Oil is used for transportation, energy, etc. Indeed, 
in 2019, the amount of oil consumed in Türkiye is over 

thirty million liters [8]. More than 90 percent of Türkiye's 
oil is imported from different countries as Iraq, Russia, 
Iran, etc. [9]. TÜPRAŞ's (the biggest petroleum refinery 
holding of Türkiye) yearly amount of exported crude oil 
and domestic production is given in Figure 2 [10]. 

 

 
Figure 1. Türkiye's GDP and purchasing parity by years. 

 

 
Figure 2. TÜPRAŞ's yearly amount of crude oil supplies by type. 

 
 

Accurate forecasts help maintain a balance between 
gasoline supply and demand, allowing for better 
economic planning. This is important to avoid shortages 
or surpluses that could disrupt economic activity. 
Forecasts influence import strategies and trade planning 
by helping to determine the amount of gasoline to be 
imported. This is important for Türkiye's economic 
relations with other countries. Price stability is achieved 
by understanding and forecasting gasoline consumption 
trends. This contributes to the Turkish economy, where 
most of the gasoline consumed is imported, and is 
particularly important for consumers, businesses, and 
policymakers in managing inflation and economic 
fluctuations. Daily forecasts of gasoline consumption 

provide a basis for the formulation of energy policies, 
helping governments set targets and develop strategies 
to balance energy needs with environmental 
sustainability. Better forecast performance on oil 
consumption can serve the policymakers, managers, 
researchers, and other stakeholders of the oil sector in 
both Türkiye and the world [11–13]. 

Researchers and theoreticians have focused on the 
oil or gasoline consumption forecasting problem and its 
extensions over the years. Nel and Cooper analyze the 
relationship between oil consumption and economic 
growth for countries. They use a logistic curve to predict 
oil demand for China. They construct projections until 
2030 [14]. Azadeh et al. concentrate on forecasting oil 
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prices in various settings, including noisy, uncertain, and 
complex environments. Artificial Neural Network (ANN) 
is integrated with fuzzy regression to determine the best 
oil price forecast. Different statistical tests are performed 
to show the validity of the proposed methodology [15]. 
Narayan and Wong examine the components that affect 
oil consumption for the territory, located in Australia for 
twenty years. They determine oil price and income as the 
most active factors. Income is then estimated to be 
significantly important for oil consumption, while oil 
prices are not [16]. Yang et al. propose a forecasting 
model that includes both a genetic algorithm and the 
backpropagation neural network to estimate China's oil 
consumption. They also use a gray model to take 
advantage of both nonlinear and linear models [17]. Li et 
al. develop 26 different combination models using a 
traditional combination method to handle overfitting 
and improving prediction accuracy. They test regression 
models, gray theory, and a hybrid model to predict 
China's oil consumption [18]. Assareh et al. use the 
genetic algorithm and particle swarm optimization 
techniques to predict Iran's oil demand. They predict 
yearly demand using data of 35 years [19]. Lin and Xie 
focus on oil demand forecasting for the transport sector 
in China. Multiple factors such as gross domestic product, 
road condition, oil price, and labor performance are 
determined, and the forecasting model is proposed. 
Monte Carlo simulation is also used for risk analysis of 
the proposed model [20]. Rao and Parikh use the 
forecasting model based on a time series to forecast the 
oil demand for India. They perform forecasting for 
different oil products, such as gasoline, diesel oil, and 
liquid petroleum. Six different variables are used in the 
model [21]. Wang and Song examine the different 
versions of the gray model and propose a novel gray 
model based on time series. Yearly demand between 
1990 and 2017 is used to forecast the next ten years for 
oil consumption in China [22]. Duan et al. extend the 
SIGM model with gray theory to forecast China's crude oil 
consumption. To handle conforming class ratio check, 
least squares estimation is performed. Particle swarm 
optimization techniques are also used to achieve better 
forecasting performance. They use yearly data from 2002 
to 2014 to forecast between 2015 and 2020 [23]. 
Behrang et al. present a novel approach to forecast oil 
consumption. Gross domestic product, import, export, 
and population are determined as variables in the 
forecasting model. Gravitational Search Algorithm is 
used to forecast oil consumption in Iran, then the Genetic 
Algorithm and Particle Swarm Optimization are used to 
compare the proposed model [24]. Minniear evaluates 
global petroleum product production. Saudi Arabia, 
Kuwait, Iran, Venezuela, United Arab Emirates, and Iraq 
are analyzed, and future prediction is made [25]. Al-
Qaness et al. improve the adaptive neuro-fuzzy inference 
system (ANFIS) with a sine-cosine algorithm for 
forecasting oil consumption. Monthly oil consumption 
data from 2007 to 2017 from three different countries, as 
Canada, Germany, and Japan, is used to assess the 
performance of the proposed methodology. Extensions 
of ANFIS are used for comparison [26]. Fatima et al. 
predict oil demand in China using oil prices, oil reserves, 
oil consumption, and economic growth. Time-series 

techniques are used to investigate the linkages between 
parameters and oil demand in this paper [27]. Yu et al. 
investigate the relationship between parameters of oil 
consumption. Popular forecasting methods are applied 
to forecast oil consumption using Google trends, 
including big data [28]. Keshavarzian et al. make 
projections of oil consumption for the road 
transportation sector [29]. First, vehicle ownership is 
forecasted using a time series via a nonlinear Gompertz 
model. Then, specific geographic and demographic 
variables are implemented into the model for different 
countries. Yearly data from 1972 to 2008 in 154 
countries are used in the study. 

Sadri et al. aim to determine gasoline consumption 
for a period of ten-year using vehicle population, traffic 
volume, average private vehicles kilometers 
traveled/capita as input variables with different artificial 
neural network models [30]. Melikoglu employs semi-
empirical models to predict Türkiye's yearly demand for 
gasoline, diesel, liquefied petroleum gas bioethanol, and 
biodiesel [31]. Azadeh et al. present a fuzzy mathematical 
programming-analysis of variance approach to 
forecasting yearly gasoline consumption of Iran, Kuwait, 
USA, Canada, and Japan [32]. Sapnken et al. focus on the 
gasoline consumption of Cameroon. They use linear 
regression-based forecast methodologies to determine 
yearly gasoline consumption for two years [33]. 
Anggarani and Watada aim to develop an accurate 
harmony search-based forecast model for gasoline 
consumption forecasting [34]. Chen et al. present a gray 
fractional FGM (1, 1) model to predict six years' energy 
consumption for natural gas, crude oil, gasoline, and 
diesel [35]. Güngör et al. investigate Türkiye's gasoline 
consumption after pandemic with Autoregressive 
Integrated Moving Average (ARIMA) models [36]. Wang 
et al. use single-linear, hybrid-linear, and non-linear time 
series models to forecast the yearly energy demand of 
China and India [37]. Wang et al. employ hybrid ARIMA 
and metabolic nonlinear gray model for forecasting the 
monthly gas production in the United States [38]. Wang 
et al. analyze COVID-19 impact on the United States' oil 
consumption via developed novel ARIMA based 
forecasting model [39]. Wang et al. investigate the 
pandemic impact on energy consumption in China via an 
ARIMA model and show the reduction in energy 
consumption [40]. Wang et al. employ ARIMA based 
methodologies to analyze the pandemic impact on 
carbon emissions [41]. 

As seen in the studies above, the problem of accurate 
forecast on oil and its derivatives consumption is one of 
the - studied topics in the forecasting literature. But there 
are a limited number of studies on daily gasoline 
consumption forecasting. Therefore, apart from other 
studies in the literature, the problem of the forecasting of 
daily gasoline consumption is discussed in this study. 
Accurate forecasting performance plays a key role for 
decision-makers. 

This study aims to develop a forecasting strategy for 
daily gasoline consumption, which is scarce in the 
literature. For this purpose, a lasso regression-based 
forecasting methodology is proposed. To the best of our 
knowledge, lasso regression is used to forecast gasoline 
consumption for the first time with this study. 
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This study stands out from the current academic 
perspective by addressing a specific gap in daily gasoline 
consumption forecasting research. The primary 
contribution lies in introducing a forecasting technique 
based on lasso regression, specifically designed for daily 
gasoline consumption. This represents a significant 
innovation in the region, filling existing gaps and 
providing decision makers with a new and practical tool 
for effective planning and strategy development in the 
petroleum sector. Another distinguishing point is that 
this distribution is the first to survive lasso regression in 
predicting gasoline consumption. The paper also 
expands the repertoire of forecasting techniques used in 
the existing literature to predict gasoline consumption. 
Beyond the methodological advances, the article 
emphasizes that the proposed forecasting strategies are 
presented in a practical manner for decision makers. 
Accurate daily gasoline consumption forecasts are 
positioned as indispensable for effective decision 
making, drawn to the extent of increasing the 
distribution of oil imports and providing guidance on 
production. 

 
2. Method 

 

Lasso regression is selected as forecasting 
methodology because it fits the nature of the daily 
gasoline consumption forecasting problem. Lasso 
regression is particularly suited to situations with a large 
number of potential predictor variables because it 
introduces a penalty term that forces some regression 
coefficients to be exactly zero to encourage sparse 
solutions [42]. In the realm of forecasting daily gasoline 
consumption, numerous factors intrinsic to the 
components of the time series have influence over the 
results. It becomes imperative to discern the most 
pertinent features in this context. Lasso regression is 
compatible with the goal of isolating the most influential 
variables in daily gasoline consumption time series data 
by automatically performing variable selection and 
feature extraction [43]. 

Variables for energy consumption prediction often 
exhibit multicollinearity, i.e. they are highly correlated. 
Lasso regression handles multicollinearity by selecting 
one variable from a set of highly correlated variables, 
making the model more robust [44]. Given the complex 
dependencies inherent in energy consumption data, this 
method is well suited to ensure the reliability of the 
predictive model. The penalty term of lasso regression 
not only assists in variable selection but also prevents 
overfitting [45]. Reducing the risk of overfitting provides 
a more accurate and feasible daily gasoline consumption 
prediction model [46]. Moreover, Lasso regression but 
also provides interpretability in terms of variable 
importance [47]. This is critical in the context of daily 
gasoline consumption, as policymakers, managers, and 
researchers need insight into which factors contribute 
significantly to observed changes. The transparent 
nature of lasso regression meets the need for an 
understandable and actionable forecasting model. 

The time series forecast in this study is based on 
extracting prospective features from data. Features are 
generated by mining both the observations and the time 

points. One of these features is "lag" that describes earlier 
observations in the series [48]. The lag is based on the 
concept of autocorrelation, which is the similarity 
between the series and observations as a function of the 
time lag. Another feature is the tuple of date and/or time 
components. With these types of features, the unit time 
in the series can be transferred into ones of a minute of 
an hour, an hour of a day, a day of a week, a month of a 
year, etc. The transformation can also be made by 
considering if a day is a holiday or if there is a special 
event. Hence, each matching unit time is coded in the 
same way to capture possible patterns of the series. The 
last feature used for forecasting is the target encoding 
that generally calculates averages of identical date 
features [49]. This distinguishes a forecasting model 
from any other time series that involves the same time 
interval and creates an exclusive time series forecasting. 

In this study, the forecasting approach used for daily 
gasoline consumption consists of three main stages: i) 
preprocessing the data ii) extracting and selecting 
features iii) forecasting the future of daily gasoline 
consumption time series via the proposed models, and 
six basic steps described in following. A detailed 
description of each step is provided in the following three 
subsections. 

Step 1. Gathering the data for gasoline consumption 
from the related sources and reformatting the data 
points to enable forecasting. 

Step 2. Deleting and then replacing excessively 
oscillating and missing values with interpolated values. 

Step 3. Evaluating if the time series is stationary or 
not to form an idea related to possible forecasting 
performance. 

Step 4. Extracting features that depend on the series 
itself. Creating various historical time series, which are 
totally-dependent features; and date components, which 
are semi-dependent, from the original data. 

Step 5. Developing an effectively forecasting 
gasoline consumption model by regularizing it and 
selecting significant features using Lasso Regression. 

Step 6. Forecasting future gasoline consumption 
through the selected features and developed model. 

 

2.1. Extracting features from data 
 

The data used in this study was gathered from the 
weekly official reports of the Turkish Ministry of Energy 
and Natural Resources [50]. It has daily observations of 
the gasoline consumption in Türkiye. Since the data 
exhibits inconsistencies, such as variations in format, 
unit discrepancies, and gaps in information sharing 
because of weekly releases, the data had to be organized. 
Missing and abnormal observations in the data were 
rectified by updating them with new values calculated 
through an interpolation method, considering 
assumptions about the underlying continuous function. 

The forecasting process for gasoline consumption 
relies on features extracted from the series itself, 
requiring diverse features that are not necessarily 
independent of the series. These features can be divided 
into two groups: totally-dependent features and semi-
dependent features. The values of features included in 
the group of totally-dependent are calculated from the 
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values of the series itself considering the relevant dates. 
On the other hand, the values of the features in the semi-
dependent group are contingent upon the time points 
within the time span of the series. These values would be 
identical if the time spans of two dissimilar time series 
are the same. Week of year for the fifth time points, for 
instance, of two time series gasoline consumption vs coal 
consumption in the same year, would have the same 
value. 

The features extracted as date components from the 
series fall under the category of semi-dependent. 
Decomposing the date into independent parts, such as 
year, month, week, day of the week, and week of the year, 
has the potential to generate robust predictors. However, 
these features require systematic transformation owing 
to their inherent ordered and cyclic nature, since the 
initial and final data points, akin to the intermediate ones, 
are interconnected in a sequence, demonstrating the 
continuous and cyclical nature of time in data analysis. 
These types of data generally are transformed into two 
variables that swing back and forth [51]. 

Calculating average values of the same time units 
and assigning them for corresponding units creates 
eventual distinguishing features that fall under totally-
dependent. These features that represent data regarding 
the observations itself, along with their temporal 
component, are exclusive to the series. Hence, each 
observation in the series is enriched by average values 
associated with the time units, such as weekday, week, or 
month to which it belongs. For instance, if a value named 
monthaverage is to be determined for an observation, 
this value is calculated by taking the average of the data 
points only from the months in which that observation is 
present. 

An advance transformation for the date feature is to 
determine if any observation of the series belongs to an 
exclusive time of the year, such as a weekend or holiday. 
This helps to understand the cause for the unusual 
deviations (within allowed limits) from prior and 
posterior observations. Such features are also included in 
the semi-dependent group. 

Another group of features is lags that represent the 
relationship between the current and historical 
observations of the series. Lags, a delayed rendition of 
the series, are derived exclusively through time shifting, 
excluding the direct utilization of time values or 
observation averages from the series. To interpret the 
structure of a time series, autocorrelation with various 
lags serves as a valuable criterion. A plot generated 
through autocorrelations can aid in acquiring a better 
understanding of the structure of the series, such as the 
magnitude of seasonality. The Autocorrelation Function 
(ACF) plot encompasses correlations with all feasible 
lags, contributing to a comprehensive analysis. 

 

2.2. Model development and feature selection 
 

The basic regularization techniques used to forecast 
gasoline consumption alongside linear regression are 
ridge regression (RR) and lasso regression (LR). 

The Equation 1 for the linear regression model that 
has an error term (𝑒) with an expected value of 0 (𝐸[𝑒] =
0) and constant variance (𝑉𝑎𝑟(𝑒𝑖) = 𝜎2) is: 

y = 𝛽0𝐼 + 𝑋𝛽 + 𝑒     (1) 
 

where y = (𝑦1, 𝑦2, … , 𝑦𝑁)𝑇 is the vector of 𝑁 
observations, 𝐼 is the unit matrix, and 𝛽0 is the intercept. 
𝑋 is a 𝑁 ×  𝑝 matrix of features; 𝛽 is the vector of the 
regression coefficients of 𝑝 features. 

Linear regression may cause a model that has poorly 
determined coefficients with high variance due to 
complex relationships caused by a large number of 
features [52]. RR is ideal to solve the issue of determining 
adequate coefficients and to develop high-quality models 
with numerous predictors, each having a small effect. RR 
overcomes this issue by shrinking the coefficients of 
correlated predictors towards zero and improves the 
forecasting performance [42]. 

RR minimizes the loss function given in Equation 2. 
 

minimize
𝛽

{
1

2𝑁
‖y − X𝛽‖2

2 + 𝜆‖𝛽‖2
2} , 𝜆 ≥ (2) 

 
where y = (𝑦1, 𝑦2, … , 𝑦𝑁)𝑇 is a 𝑁𝑥1 dimensional 

vector that stands for the dependent variable, X is a 𝑁𝑥𝑝  
dimensional matrix whose elements stand for 𝑝 
independent variables and 𝛽 is the 𝑝𝑥1 dimensional 
vector of coefficients of independent variables. ‖. ‖2 
indicates the Euclidean distance. ‖𝛽‖2

2 is the 𝑙2 norm 
penalty on 𝛽 with the tuning parameter of 𝜆 that differs 
LR from ordinary regression analysis [53]. The optimal 
values for parameters 𝛽 and 𝜆 are determined according 
to the performance measurement of mean squared error 
(MSE) acquired cross validation procedure. 

The process of feature extraction can produce a large 
number of so-called features. Some of these features 
might have a low or no effect on the forecasting 
performance or might cause overfitting. Therefore, there 
is a need for a feature selection/reduction to apply 
effective forecasting [54]. Here, another regularization 
technique that provides an opportunity for feature 
selection/reduction, as well as model simplicity and 
prevention of overfitting, is Least Absolute Shrinkage and 
Selection (Lasso), i.e. LR [55]. 

LR was essentially developed to eliminate the 
disabilities of the least squares method by Tibshirani 
[56]. However, it recently stands out as one of the 
methods that improve the forecasting performance in 
analyzing high-dimensional data [53]. LR is an inbuilt 
variable selection method, it has the mastery to control 
the parameters leading to revealing ineffective variables. 
It shrinks some regression coefficients to make them 
zero according to Equation 3 given in the Lagrange form 
[57]. Therefore, the accuracy of predictions and ease of 
interpretation are enhanced. 
 

minimize
𝛽

{
1

2𝑁
‖y − X𝛽‖2

2 + 𝜆‖𝛽‖1} , 𝜆 ≥     (3) 

 
 

where ‖. ‖1 is Manhattan distance and ‖𝛽‖1 indicates 
𝑙1 norm penalty on 𝛽.  

Lasso regularization forces some coefficients to be 
zero to vanishing, thus some predictors may completely 
leave out from the forecasting of the series. The non-zero 
coefficients sign the effective variables to forecast the 
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time series. The remaining variables of interest are more 
powerful to represent the relationship between the parts 
of the series and itself. Hence, LR produces a more 
interpretable regression model with only the most 
relevant and predictive subset of features while the 
forecasting performance for the time series increases. 
 
2.3. Forecasting daily gasoline consumption using 
the proposed models 
 

The top-performing models from each regression 
technique are employed to predict the daily gasoline 
consumption for the test data period, corresponding to 
the final year of the series. The performance of each 
model is compared according to the forecasting error. 
Mean absolute percentage error (MAPE) is a simple 
comparative measurement that simplifies the intuitive 
interpretation of the error. Equation 4 gives MAPE 
between the actual values (𝐴), comprising n 
observations, and their corresponding forecasted values 
(𝐹). 
 

𝑀𝐴𝑃𝐸 =
1

𝑛
∑

(|𝐴𝑡 − 𝐹𝑡|)2

𝐴𝑡

𝑛

𝑡=1

     (4) 

 

3. A real case application for Türkiye 
 
The raw time series used in this study is a six-and-a- 

half-year time series that has daily observations 
recorded in the interval between 2013-06-03 and 2019-
12-31 as shown in Figure 3. The series contained missing 
values, and the missing values were filled using the 
Piecewise Cubic Hermite Interpolating Polynomial 
(Pchip) interpolation technique. Pchip proved to be the 
optimal interpolation method after extensive testing 
against cubic spline and Akima piecewise cubic Hermite 
interpolation across 1000 time series, each artificially 
designed to include missing values. In every iteration, the 
three techniques were simultaneously assessed for their 
ability to interpolate the so-called missing values, which 
were randomly assigned within the longest section of the 
time series (from 2016-11-21 to 2018-09-07) devoid of 
missing data. After 1000 trials, Pchip stood out for 
achieving the majority of best fit performances, 
especially excelling with non-smooth and widely spaced 
data [58]. 

In the series, instances of excessive consumption data 
were observed during periods of peak consumption, 
particularly around summer. While it is not believed that 
these data were inaccurately recorded, a further 
evaluation was conducted using the quartiles method, 
which specifically, data points beyond 1.5 interquartile 
ranges are identified outliers. Figure 3b illustrates the 
outlier data with the red line. These data points have 
been replaced with values at the specified thresholds. 
Consequently, the blue line in Figure 3b is the adjusted 
time series used to develop forecasting models. 

 

  
(a) (b) 

Figure 3. a) Gasoline consumption time series with missing data filled by Pchip technique, b) time series without outliers 
 

The forecasting performance of a time series significantly 
depends on the presence of stationarity, denoting a 
consistent mean and variance over time that enhances 
predictability. In this study, the adjusted time series 
exhibits non-stationarity, as indicated by the Dickey-
Fuller test [59] result with a p-value of 0.3990 at a 
significance level of 0.05. This non-stationary 
characteristic, as illustrated in Figure 4, while posing a 
challenge to conventional methodologies of forecasting, 
the approach in this study is designed to operate 

effectively without the assumption of existing 
stationarity. 

Figure 5 illustrates the correlation values between 
the series and all possible lags. The plot has sine-like 
waves, indicating cycles of strong negative and positive 
correlation, which is a strong sign of seasonality in the 
time series. Approximately 358 lags after the initial lag, a 
relatively high correlation of 0.634 occurs again. Thus, it 
can be simply captured that there is a relationship of a 
point of time series with past points in the same season 
that is around a year. 
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Figure 4. Non-stationary time series of consumption. 

 

 
Figure 5. The Autocorrelation plot of time series 

 

Once organizing the time series and preparing it for 
forecasting, a non-random partitioning is applied. Time 
points corresponding to almost the first year (2013-06-
03 and 2014-05-26) are excluded from data due to 358 
lags. Subsequently, the preprocessed time series data, 
now complete and free of missing values, has been 
divided into three sets: training, validation, and test data. 
Approximately 20% of the series, representing the last 
year (data points between 2019-01-01 and 2019-12-31), 
has been reserved as test data. The training data 
comprises the initial 75% of the remaining series (data 
points between 2014-05-27 and 2018-08-04), while the 
validation data consists of the consecutive 25% (2018-
01-01 and 2018-12-31). In terms of proportions, the 
training, validation, and test data account for 

approximately 64%, 17%, and 17% of the entire 
forecasting dataset, respectively.  

The lags with a reasonable correlation (≥0.6) [60] 
with the series itself were incorporated as features for 
the analysis. 26 lags were included as features, almost all 
comprising delays within the first 45 days. Notably, two 
of these lags, namely the 351st and 358th, contribute to 
capturing a yearly seasonal variation in the series.  

The data used in the study consists of daily points; it 
is therefore broken into parts of the day of the week, day 
of the month, day of the year, week, and month. The 
transformation for the timestamp of unit time to the 
daily, weekly, and monthly counterparts are performed 
according to Equations 5-14, respectively. 

 
𝐷𝑎𝑦𝑂𝑓𝑊𝑒𝑒𝑘𝑋𝑡

= sin(2 ∗ pi ∗ 𝑊𝑒𝑒𝑘𝐷𝑎𝑦𝑂𝑓𝑂𝑡  / 7) # (5) 

  
𝐷𝑎𝑦𝑂𝑓𝑊𝑒𝑒𝑘𝑌𝑡

= cos(2 ∗ pi ∗ 𝑊𝑒𝑒𝑘𝐷𝑎𝑦𝑂𝑓𝑂𝑡  / 7) (6) 
  

𝐷𝑎𝑦𝑂𝑓𝑀𝑜𝑛𝑡ℎ𝑋𝑡
= sin (2 ∗ pi ∗

𝑀𝑜𝑛𝑡ℎ𝐷𝑎𝑦𝑂𝑓𝑂𝑡

# 𝑜𝑓 𝑑𝑎𝑦𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑚𝑜𝑛𝑡ℎ
) (7) 

  

𝐷𝑎𝑦𝑂𝑓𝑀𝑜𝑛𝑡ℎ𝑌𝑡
= cos (2 ∗ pi ∗

𝑀𝑜𝑛𝑡ℎ𝐷𝑎𝑦𝑂𝑓𝑂𝑡

# 𝑜𝑓 𝑑𝑎𝑦𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑚𝑜𝑛𝑡ℎ
) (8) 

  

𝐷𝑎𝑦𝑂𝑓𝑌𝑒𝑎𝑟𝑋𝑡
= sin (2 ∗ pi ∗

𝑌𝑒𝑎𝑟𝐷𝑎𝑦𝑂𝑓𝑂𝑡

# 𝑜𝑓 𝑑𝑎𝑦𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑦𝑒𝑎𝑟
) (9) 
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𝐷𝑎𝑦𝑂𝑓𝑌𝑒𝑎𝑟𝑌𝑡
= cos (2 ∗ pi ∗

𝑌𝑒𝑎𝑟𝐷𝑎𝑦𝑂𝑓𝑂𝑡

# 𝑜𝑓 𝑑𝑎𝑦𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑦𝑒𝑎𝑟
) (10) 

  
𝑊𝑒𝑒𝑘𝑋𝑡

= sin(2 ∗ pi ∗ 𝑊𝑒𝑒𝑘𝑂𝑓𝑂𝑡  / 52) (11) 
  

𝑊𝑒𝑒𝑘𝑌𝑡
= cos(2 ∗ pi ∗ 𝑊𝑒𝑒𝑘𝑂𝑓𝑂𝑡  / 52) (12) 

  
𝑀𝑜𝑛𝑡ℎ𝑋𝑡 = sin(2 ∗ pi ∗ 𝑀𝑜𝑛𝑡ℎ𝑂𝑓𝑂𝑡  / 12) (13) 

  
𝑀𝑜𝑛𝑡ℎ𝑌𝑡 = cos(2 ∗ pi ∗ 𝑀𝑜𝑛𝑡ℎ𝑂𝑓𝑂𝑡  / 12) (14) 

 
 

The Equation 5-14 can be summarized as Equation 
15-16: 

 

𝜏𝑥
𝑡 = sin (2 ∗ 𝑝𝑖 ∗

𝜏𝑡

𝜌
) (15) 

  

𝜏𝑦
𝑡 = cos (2 ∗ 𝑝𝑖 ∗

𝜏𝑡

𝜌
) (16) 

 
where, 𝜏𝑡 is the corresponding time component to be 

transformed for the observation 𝑂𝑡 at time step t. 𝜏𝑥
𝑡  and 

𝜏𝑦
𝑡  are the transformed forms of the time component and 

𝜌 is the number of the time component in a specific time 
period. 𝜌 is 52 and 7, for instance, when time components 
of observation are week and weekday, respectively. 

Another type of feature, the unusualness of any 
timestamp, are being the weekend and holidays. For any 
observation belongs to weekends or holidays announced 
by the official government is tagged in a binomial scheme 
according to whether the day is the weekend/holiday (1) 
or not (0). 

Average values for any week of the year, month of the 
year, any day of the week, day of the month, and day of 
the year are calculated for the period represented by 
training data considering only the training data. On the 
contrary, the average values for the period represented 
by the test data are calculated considering both the 
training and the validation data that is known anymore. 

44 different features were formed through the feature 
extraction phase as predictors. The predictors consist of 
12 time-components, 5 averages, and 27 lags that have at 
least the correlation coefficient of 0.6 with the time series 
itself. The predictors are given in Table 1. 
 

Table 1. The predictors for gasoline consumption 
forecast model. 

Time Components Lags Average 
dayofweek_x lag_1 weekday_average 
dayofweek_y from 2 to 16 monthday_average 

dayofmonth_x lag_17 yearday_average 
dayofmonth_y lag_21 week_average 

dayofyear_x lag_23 month_average 
dayofyear_y lag_28  

week_x lag_29  
week_y lag_30  

month_x lag_36  
month_y lag_35  

is_weekend lag_351  

is_holiday Lag_358  

 
When considering the linear relation between all 44 

predictors given in Table 1 and the time series, the linear 

regression, RR, and LR models have an explanation 
capacity of approximately 84% on the change of the time 
series for the test data. The linear regression and RR 
models, which use all available features, result in more 
complex equations that can be challenging to interpret. 
LR, however, generates a more interpretable model 
while preserving explanation capacity. Hence, it is 
decided as the forecasting model for the consumption of 
gasoline. By excluding the other 14 features with zero 
coefficients, LR produces a model with 30 non-zero 
coefficient features. The features having a non-zero 
coefficient are shown in Figure 6. The predictors monthX, 
monthY, dayOfMonthX, dayOfYearX, dayOfYearY, 
weekAverage, and Lags of 9, 10, 11, 13, 16, 21, 23, 28 and 
29 have no effect on the prediction of gasoline 
consumption. 

The R2 remains constant (approximately 82%) with 
the LR for the test data despite a reduction in the number 
of variables having a non-zero coefficient. Table 2 gives 
the R2 values and the MAPE level for training, validation, 
and test data. 

While three regression models have similar 
performance levels for the partitions of data, LR 
produces slightly better performance for training and 
test data, according to the values of both MAPE and R2. 

Figure 7 shows the forecasting pattern for the 
validation data of the LR model. The model predictions 
deviate from actual validation values as a 4.34% MAPE 
overall. Upper and lower bounds have been drawn 
according to limit values imposed by train data sign as an 
outlier observation in the actual data. This is the reason 
why the prediction error occurred at this level.  

Figure 8 shows the forecasting pattern for the test 
data of the LR model. The prediction error for the test 
data is recorded at 4.39%. The test data has more outlier 
values considering the upper and lower bounds imposed 
by the training data merged by the test data. 

As a result of the proposed forecasting methodology, 
appropriate strategies for gasoline consumption will be 
developed with the forecasted daily consumption of 
gasoline and more accurate planning activities will be 
developed for the countries. By forecasting the daily 
consumption of gasoline, the gasoline amount that will be 
imported will be determined, so that the correct planning 
and timely implementation of gasoline trading will be 
realized. By means of this proposed forecasting 
methodology, which is applied and verified for Türkiye, 
more planned steps can be taken regarding the gasoline 
consumption in all countries of the world, and hence a 
gasoline supply chain system can be established. 
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Figure 6. Coefficient of LR model. 

 

 
Figure 7. Forecasting pattern for the validation data of the LR model. 

 

 
Figure 8. Forecasting pattern for the test data of LR model. 
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Table 2. R2 and MAPE values of models. 
  Linear regression Ridge regression Lasso regression 
  R2 MAPE R2 MAPE R2 MAPE 
Training 0.837 4.68% 0.835 4.68% 0.835 4.67% 
Validation 0.828 4.27% 0.826 4.32% 0.826 4.34% 
Test 0.841 4.40% 0.839 4.41% 0.839 4.39% 

 
 
5. Policy implications 
 

There is a need to implement a more dynamic policy 
framework that recognizes the variability in daily 
gasoline consumption. This includes the use of real-time 
data to improve accuracy and responsiveness, as well as 
regular updates and adjustments to forecasting models. 
To improve the accuracy of daily gasoline consumption 
forecasts, policymakers should consider incorporating 
advanced forecasting techniques such as lasso 
regression. This study shows that lasso regression is a 
reliable tool for planners and policymakers and 
demonstrates its effectiveness in this context. To address 
the environmental impacts of gasoline consumption, 
environmental considerations must be integrated into 
the policy framework. In this context, supply chain 
planning should be aligned with sustainability goals. 
Using alternative energy sources should be promoted, 
and environmentally friendly practices should be 
adopted in the gasoline industry. For the successful 
implementation of the proposed recommendations, 
cooperation should be established with the petrol 
industry, research institutions and environmental 
organizations. To support the development and 
implementation of changes, adequate funding should be 
provided.  Policy makers should invest in the necessary 
technological infrastructure to facilitate the seamless 
integration of improved forecasting methods into the 
existing management systems of the gasoline supply 
chain. Integrating environmental considerations into 
policy frameworks is consistent with global 
sustainability goals, helps reduce environmental 
impacts, and promotes a more sustainable gasoline 
industry. By increasing policy framework adaptability 
and working with industry stakeholders, policymakers 
can contribute to the gasoline sector economic stability 
by ensuring a flexible and responsive supply chain. 

The proposed policy implications aim to address the 
identified gaps in the current policy and provide 
practical, cost-effective, and socially acceptable 
solutions. By implementing these recommendations, 
policymakers can promote positive change, improve the 
status quo, and contribute to the overall well-being of 
society. 
 
6. Discussion and Conclusion 
 

Currently, the need for gasoline is increasing day by 
day. Gasoline is used in almost every industry. Gasoline 
also has great economic importance. When gasoline 
consumption continues to have a significant impact on 
economies worldwide, making accurate forecasts about 
its consumption is crucial. Such forecasts are essential for 
implementing necessary actions and developing proper 
economic strategies for these countries. However, 

besides these forecasts, it is crucial to predict the 
gasoline consumption daily which has a huge impact on 
the environment is currently considered important to 
make a quick measure to reduce environmental 
pollution. In this way, accurate planning can be made in 
the accomplishment of gasoline supply between the 
customers and suppliers, and it can create a smooth 
supply chain system for an indispensable product, like 
gasoline. The daily gasoline consumption that plays a key 
role in planning gasoline supply and distribution 
required for the continuum of public and private sector 
operations should be forecasted. A dynamic forecasting 
model that can be used daily, especially for short-term 
operations, is introduced into the literature. The gasoline 
consumption for Türkiye is forecasted daily with this 
model using the last six years of data. For this aim, the 
daily gasoline consumption in Türkiye is forecasted using 
lasso regression in this paper. The time series for daily 
gasoline consumption is analyzed based on the feature 
extraction technique. The data for daily gasoline 
consumption is created using official data, then the data 
is cleaned. For this purpose, the abnormal observations 
in data are updated with the new values calculated by 
Pchip interpolation. Subsequently, data is analyzed, and 
features are selected according to the results of the 
analysis. After the features are determined, values have 
complied, and the best lasso regression model is 
structured with these features. As a result of the study, it 
is shown that the lasso regression is a useful approach to 
be used to accurately forecast daily gasoline 
consumption.  

The effectiveness of this approach in achieving 
accurate daily forecasts is demonstrated through the 
systematic application of feature extraction techniques, 
data cleaning, and model structuring using lasso 
regression. Importantly, the study establishes a critical 
link between daily gasoline consumption, environmental 
impact, and supply and distribution system planning. By 
highlighting the need for daily forecasts, the study 
contributes to a more comprehensive understanding of 
the complex dynamics that shape gasoline demand. In 
addition, the proposed forecasting methodology serves 
as a guide for building a resilient supply/distribution 
infrastructure that can more effectively respond to the 
diverse needs of both the public and private sectors. 
Through these contributions, this research not only 
provides practical insights for decision makers but also 
lays the foundation for future efforts to develop and 
expand forecasting techniques for a more sustainable 
and responsive gasoline supply chain. 

This study can be a guide to establish a smooth and 
secure collection/distribution infrastructure on 
supplying gasoline, giving a more effective response to 
the public and private sectors. The proposed forecasting 
methodology can be a reference for the uninterrupted 
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flow of gasoline supply and solutions where customers 
and suppliers can be reached at the maximum level. 

 
6.1 Limitations and future recommendations 

 
There are some limitations despite the findings of this 

study. The primary limitation is the use of lasso 
regression as the forecasting method. Lasso regression 
has proven to be effective in predicting daily gasoline 
consumption. However, all possible alternative methods 
can be explored in this study. Future research could 
benefit from a comparative analysis of different 
forecasting approaches, such as artificial neural 
networks or time series models, to improve the 
robustness of the forecasts. For future directions, the 
approach outlined in this study could be expanded by 
incorporating updated data or employing different 
forecasting methods. Techniques such as artificial neural 
networks, ARIMA, and Seasonal ARIMA (SARIMA) could 
compare with the current results. Together with 
Autometrics, the General to Specific approach shows 
promise in improving the accuracy of daily gasoline 
consumption forecasting and can be used for future 
studies. 

Another limitation is that the study focuses only on 
gasoline consumption in Türkiye. Generalizing the 
results to other regions or countries may require caution 
due to specific economic, environmental, and geopolitical 
factors affecting gasoline demand. A more 
comprehensive understanding of the factors influencing 
daily gasoline consumption could be achieved with a 
broader data set covering different regions. The 
generalizability of the findings could be enhanced by 
expanding the study to include international 
comparisons. Examining the daily gasoline consumption 
patterns of different countries or regions will allow for a 
more detailed understanding of the factors that influence 
demand and enable the development of more adaptable 
and globally applicable forecasting models. 

Future research could further explore the integration 
of environmental variables into forecasting models, 
building on the current study. A more sustainable and 
environmentally friendly approach to supply chain 
planning could be achieved by examining the impact of 
environmental policies, climate factors, or alternative 
energy sources on daily gasoline consumption. 
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