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 Today, unmanned aerial vehicle (UAV)-based images have become an important data sources 
for researchers who deals with mapping from various disciplines on photogrammetry and 
remote sensing. Reconstruction of an area with three-dimensional (3D) point clouds from 
UAV-based images are an essential process to be used for traditional 2D cadastral maps or to 
produce a topographic maps. Point clouds should be classified since they subjected to various 
analyses for extraction for further information from direct point cloud data. Due to the high 
density of point clouds, data processing and gathering information makes the classification of 
point clouds a challenging task and may take a long time. Therefore, the classification 
processing allows an optimal solution to acquire valuable information.  In this study, random 
forest machine learning algorithm for classification processing is applied with radiometric 
features (Red band, Green band and Blue band) and geometric characteristics derived from 
covariance feature (curvature, omnivariance, flatness, linearity, surface variance, anisotropy 
and normalized terrain surface) of points. In addition, the case study is presented in order to 
test applicability of the proposed methodology to acquire an accuracy and performance of 
random forest method on the UAV based point cloud. After the classification processing, a class 
assigned each point from the model was compared with the reference data class.  Lastly, the 
overall accuracy of the classification was achieved as 96% and the Kappa index was reached 
to 91% on data set. 

 
 

 
 

1. INTRODUCTION  
 

Three-dimensional (3D) high spatial accuracy point 
cloud has become an important data source for various 
disciplines such as urban planning, simulation, mapping, 
visualization, and emergency response. Satellite-based 
methods, aerial camera and laser systems and terrestrial 
methods are used in the production of these models 
(Pandey et al. 2019). The area size is very important 
criteria. Larger area requires a greater number of 
quantified persons, which leads more cost and labour 
force.  

Difficulties arise in the production of traditional 2D 
urban maps from unmanned aerial vehicle (UAV) data, 
especially due to the existence of complex structures. So, 
it is difficult to obtain information from 3D dense point 
cloud data. One of the basic processing in solving these 
problems is classification of point clouds (Özbay and 
Çınar 2016; Zeybek and Şanlıoğlu 2019a). 

Over the last decade UAV map production systems 
have become an important technology for different 

disciplines (Akgül et al. 2016; Öztürk et al. 2017; Ulvi 
2018; Ulvi and Toprak 2016; Ulvi et al. 2020). The main 
reason for the spread of this system is the availability of 
flight platforms and technology for civilian users, as well 
as reductions in costs. Moreover, the high resolution and 
density of the data allow to use the data in analyses that 
can be adapted for different purposes for researchers 
and civilian users. Besides easy access to 3D data, 
problems have arisen in processing intensive data and to 
extract necessary information (Karakaş 2018). The 
classification procedures play a vital role for solving 
these problem (Zeybek and Şanlıoğlu 2019a). 

In addition to UAV systems, airborne (ALS) and 
terrestrial (TLS) based LiDAR applications are widely for 
mapping purposes used (Sevgen 2019; Demir 2015). 
Laser scanning devices, global navigation satellite system 
(GNSS) and inertial measurement unit (IMU) sensors are 
synchronized systems that integrated on the moving 
(MLS) platforms, such as aircraft, helicopters and 
satellites. Point cloud densities vary according to the 
altitude and flight speed of the platform to the ground 
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surface. However, acquired data still requires 
classification processing for map production. 

In general, each point in the point clouds obtained 
with a LiDAR system contain several information such as 
incidence angle, slope distance, and intensity values 
(Shan and Toth 2018). Laser signal intensity has been 
used in various applications such as classification of 
natural and built materials, urban pavement surfaces, 
determination of snow covered areas, soil and rock 
properties, coastal, land cover and flood modelling, road 
and road marking extractions (Kashani et al. 2015). The 
surface type can be recognised using the reflected laser 
signal intensity, i.e. the measure of the return signal 
strength (Yadav and Singh 2017). On the other hand, a 
considerable research group worked on the 
development of various filtering methods for 
classification of LiDAR point clouds such as  
interpolation-based (Kraus and Pfeifer 1998), slope-
based (Vosselman 2000), segmentation-based (Tóvári 
and Pfeifer 2005) and morphological (Zhang et al. 2003).  

Multispectral LIDAR, which is a new remote sensing 
technology is able to measure both spectral and spatial 
information simultaneously and has proven to be usable 
method in various fields today (Chen et al. 2017; de 
Almeida et al. 2019; Wei et al. 2012; Guyot et al. 2019; 
Luo et al. 2019; Niu et al. 2015; Pan et al. 2018). The first 
commercial aerial multispectral LiDAR, Optech Titan 
(532, 1,064 and 1,550 nm), has been brought new 
advantageous to the multispectral LiDAR land cover 
classification process (Wichmann et al. 2015). 

It is stated that the filtering methods produce 
effective results bot only for LIDAR data classification but 
also UAV data classification (Zeybek and Şanlıoğlu 
2019a). In addition, new approaches and methods have 
been proposed constantly (Şahin et al. 2018). It is 
possible to classify point clouds by utilizing of the 
geometrical properties as well as multispectral band 

properties. Machine learning and deep learning 
algorithms have been also used to classification of dense 
point cloud data (Özdemir and Remondino 2019). 

Depending on the application, supervised and 
unsupervised classification approaches are proposed 
(Zou et al. 2017), and all approaches are based on 
descriptive characteristics. Some well-known image 
processing techniques were applied for classification 
purposes by examining the geometric properties on the 
3D point cloud data (Zhang et al. 2003). 

The Markov random field (MRF) classifier was used 
for power line and building classification using the local 
linear and planar characteristics of points in city model 
data acquired from ALS for classification (Sohn et al. 
2012). 

In some paper, multi-source optical image and 
LiDAR data features for urban scene classification has 
been studied (Guo et al. 2011). Hyperspectral imaging in 
individual tree detection with UAV based classifications 
were also investigated (Nevalainen et al. 2017). 
Niemeyer et al. (2014) proposed a context-based 
conditional random forest classification method for 
urban LiDAR point clouds. Çömert et al. (2019) studied 
the performance of the random forests algorithm for 
mapping of burned forest areas from remotely sensed 
images. 

In this article, Random Forest (RF) classification 
algorithm on 3D dense UAV point clouds have been 
investigated for classification feasibility and accuracy for 
urban area. 

 

2. MATERIAL AND METHOD 
 

The proposed methodology consists of three steps; 
automatic classification of each point with the machine 
learning algorithm RF, utilizing radiometric and 
geometric properties for point clouds. The general 
workflow of the proposed methodology is given in Fig 1. 

 

 
Figure 1. General work flow chart 
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2.1. Study Area 
 

Artvin Coruh University Seyitler Campus has been 
selected as the study area. The total surveyed area is 
87.2641 ha. The boundaries of the study area are in the 
range of latitude (41.8440, 41.8560) and longitude 
(41.1940, 41.2100).   The average ellipsoidal height 
(GRS80) value is around 567 m. Details of the study area 
are given in Figure 1.  

Several major buildings (Engineering, and 
Vocational school and Rectorate) and President’s Office 
are located in the study are. The general topographic 
structure of Artvin is rugged. However, the study area 
has a flat topographic feature. 
 

2.2. UAV Point Cloud 
 

2D images were acquired from the UAV platform to 
produce the UAV point cloud.  

UAV platform used in this study was Phantom 4 RTK 
brand and model 4 motorized. Thanks to the real-time 
kinematics (RTK) system, which is one of the main 
features of the UAV platform, images are obtained 
directly in georeferenced.  In the EXIF information, global 
navigation satellite system (GNSS) information is 
integrated in detail. Therefore, ground control point 
(GCP) is not mandatory or third-party data processing 
software is not required for georeferencing purposes. 

PIX4DMapper software was used in this study, 
which is a commercial software and commonly used for 
image processing. (https://www.pix4d.com/). This 
software package with an easy-to-use interface consists 
of two stages to produce dense point cloud. The first 
stage is a keypoint image feature extraction process 
which is similar to scale invariant feature transform 
(SIFT) (Lowe 2004). Algorithm identifies the specific 
points in each image with similar structure for allowing 
the images to match image pairs corresponding these 
keypoints (Alignment) (Zeybek and Şanlıoğlu 2019b). 
After the image matching stage, the camera calibration 
optimization step is performed to update the camera 
parameters to improve the estimation of lens distortion 
parameters with physical lens properties.  

The next processing stage is the dense point 
matching, whereby the point clouds are densified by 
starting similar location or point matching operations on 
the images whose camera location and orientation 
parameters are calculated. In this stage the density of the 
points are increased which leads accurate representation 
of the surface. A more dense and accurate surface model 
is produced when compared to the sparse point clouds. 
 

2.3. Random Forest Classifier  
 

Breiman (2001) proposed a new approach, which is 
called random forest (RF) classification algorithm, by 
adding a layer of randomness to the bagging method. It is 
very easy to use since only two parameters the number 
of variables in the random subgroup of each node and the 
number of trees in the forest) are required. In addition, 
the RF classification algorithm is not sensitive to outliers. 

It is an ensemble tree-based learning algorithm. The 
RF classifier contains set of decision trees in a subset of a 
randomly selected training set. For decision-making, the 

final class of the test object is given aggregated votes 
from different decision trees (Akar and Güngör 2012; 
Sevgen 2019; Ok et al., 2011). This algorithm is preferred 
in this study because the classification accuracy is higher 
than most other decision trees. 

The basic working principle of the random forest 
algorithm is as follows (Ramasubramanian and Singh 
2017),  

1. Several inputs are required in this algorithm 
such as number of observations (N), number of decision 
three (ntree) and number of variables in the dataset (M). 
Users can select number of decision three (ntree) input 
then other two inputs are selected automatically by 
algorithm. 

2. A subset of the number of predictors sampled for 
splitting at each node (mtry) (Kuhn 2008; Liaw and 
Wiener 2002) variable is selected from M, where mtry 
<< M and a random set of mtry variables are created in 
the decision tree, 

3. Each tree should be as large as possible, 
4. The majority vote is used to assign the class of 

observation. 
 

To form each decision tree, a randomly selected 
subset of N observations is used without any changes 
(normally 2/3). For more stable models and accurate 
generation of variable importance estimations, a large 
number of trees (ntree) is recommended. However, large 
number of trees (ntree) leads more memory and longer 
processing times. For small data sets, 50 trees may be 
sufficient, while larger data sets may require 500 or 
more. Therefore, parameter tuning can be made in the 
field using trial and error (Cutler et al. 2007). There is a 
wide discussion in the literature about the effect of mtry 
and ntree parameters. It is also reported that models of 
different mtry values do not affect the correct 
classification rates and other performance metrics are 
fixed under different mtry values (Cutler et al. 2007). 

The first step for the generation of the RF model is 
the preparation of training data. In the creation of 
reference data, which is also known as ground-truth data, 
manual classification is performed in a specific field. The 
number of classes should be determined according to the 
relevant field characteristics. In this study, the relevant 
area was divided into 3 different classes namely, ground, 
vegetation and building classes. 

The geometric characteristics of the points 
representing to these classes were calculated with the 
help of eigenvalues and eigenvectors according to the 
covariance matrix in k-nearest neighbourhood (k-nn) 
criteria and values (Blomley et al. 2014; Sevgen 2019; 
Hackel et al. 2017; Taşcı and Onan 2016). 

Ground points at the point cloud were determined 
using a cloth simulation filtering (CSF) algorithm (Zhang 
et al. 2016). The digital terrain model (DTM) was created 
with the ground points. The distance of the non-ground 
points to the DTM surface was calculated. Thus, the 
normalized feature, which is also known as above ground 
level (AGL) is computed.  

Calculated geometric and radiometric thirteen 
different features, which is used to produce the model 
with the highest accuracy for reference data, have been 
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created. Hence, a classifier model is produced which can 
be adapted to the whole area or different study area. 

For the RF model training, 20000-point sample data 
that including all classes were used for learning stage. 
The sample data was partitioned as 70% and 30% for 
training and validation stage, respectively.  
 

 
Figure 1. Study area, a) Location of Artvin province, b) 
Height values of Artvin region, c) Orthomosaic image of 
the study area 
 

The RF models are various, and the algorithm 
randomly selects the mtry variables from the set of 
available estimators when creating each node in a tree. 
Therefore, while creating a node, a different set of 
random variables in which is presenting the best 
separation point is selected. Since there are thirteen 
variables, thirteen random mtry values are examined. 
The number of trees (ntree) is commonly considered as 

500 in the classification studies. The parameters 
specified for the RF classifier are left to the user's 
preference. However, it is known that it does not affect 
accuracy after certain values (Ok et al. 2011). 
 

2.4. Accuracy Assessment Criteria 
 

Accuracy analysis in the classification of point cloud 
shows the consistency between the reference data class 
and the model based assigned class of each point. 
Reference data classification was done with point clouds 
classification module using the Trimble Business Center 
(TBC) commercial software. After the reference 
classification, cross-sectional analyses were performed 
with the help of the operator, and improvements were 
obtained in the classification. Thus, the comparison with 
the model classification was made more accurately. 

Accuracy assessment procedure is performed to 
determine the classification accuracy of the model 
produced by RF based on the reference data. The process 
is the statistical evaluation of each point in the point 
cloud after the RF model classification by comparing it 
with reference class. 

The commonly used statistical methods in accuracy 
evaluations are relative values obtained according to 
error matrix (confusion matrix, contingency table) 
(Çetinkaya and Toz 2007). Error matrices show the 
correlation between reference data from binary or more 
classes and model classification results (Table 1). 
 

Table 1. Error matrix 

 
Reference 

Class 1 Class 2 

M
o

d
el

 

Class 1 A B 

Class 2 C D 

 

The quality of classification accuracy is based on the 
values calculated from the error matrix (Table 1) and the 
criteria given in Eq. (1)-(11). 
 

2.5. Implementation 
 

Pix4DMapper commercial software was used to 
convert UAV images to point clouds. Then, Open-source 
CloudCompare (CloudCompare 2013) for visualization,  
R Programming language (Team 2019) for RF application 
and commercial TBC software were used for analysis on 
point clouds. A prototype framework was developed for 
the proposed RF-based point cloud classification method 
using R programming language. 
 

3. RESULTS AND DISCUSSIONS 
 

Totally 142 images were taken in the study area and 
23155722 three-dimensional point data were generated 
(Figure 2). The flight height was approximately 200 m 
which was suitable with the topographic rugged terrain 
and the ground sampling interval was obtained as 5.93 
cm. 

RTK system on the platform was connected to 
Continuously Operating Reference Station (Cors-TR) 
network. Thus, the images were directly geolocated 



Turkish Journal of Engineering – 2021; 5(2); 48-57 

 

  52  

 

without using any ground control point. The root mean 
square errors for X, Y, Z coordinates were 1.3 cm, 1.4 cm 
and 1.4 cm, respectively. The GNSS positional errors for 
the camera locations are given in Figure 2 and the 
distributions in Figure 3. The generated dense point 
cloud was georeferenced in the TUREF / TM42 
(EPSG:5258) coordinate system. The point density was 
obtained as 12 points/m3. This value can be increased in 

SfM software. However, in general, the density values 
where obtained in this study provide to draw traditional 
map with accuracy standards. The distance between the 
points is set at 10 cm in order to provide pattern of the 
point cloud and improve the data processing 
performance. As a result, 20294012-point data was 
processed. 

 

 /Sensivity A A C       
 

(1) 

    /    Specificity D B D 
 

(2) 

     +  /        Prevalence A C A B C D   
 

(3) 

            *  /   *   1-  * 1-PPV Sensivity Prevalence Sensivity Prevalence Specificity Prevalence 
 

(4) 

              * 1  /  1  *    * 1NPV Specificity Prevalence Sensivity Prevalence Specificity Prevalence      (5) 

     /        Detection Rate A A B C D   
 

(6) 

        /        Detection Prevalence A B A B C D    
 

(7) 

       /  2Balanced Accuracy Sensitivity Specificity 
 

(8) 

   /    Precision A A B 
 

(9) 

   /    Recall A A C 
 

(10) 

2 2
1 (1 ) * * / (( * ) )F beta Precision Recall beta Precision Recall    

(11) 

 

 
Figure 2. Camera locations according to the GNSS 
coordinate (WGS 84) in the EXIF data a) camera locations 
on Leaflet satellite image and b) camera locations on map 
(red dots: indicating camera locations on WGS-84 
coordinate system) 
 

In the study, the test area was determined for the RF 
model to evaluate the effectiveness of the applied 
methodology. 

Classification of the reference data set was 
automatically classified using the TBC point cloud 
module (Figure 4). The TBC uses the default settings and 
the geometry between points when extracting ground 
points. This avoids a long trial and error process, 
especially for the observations involving noisy and 
outlier points in a point cloud. This feature is effective on 
rough ground or dense vegetation areas because more 
than one iteration can eliminate more noisy points. It also 
saves time for users who are only interested in ground 
points, such as contour maps production from ground 
points. It classifies buildings, trees, power transmission 
lines and poles based on similar geometric features in 
above ground points. Due to the commercial software, 
the evaluation of parameters and algorithms related to 
classification is limited. Exported point clouds were 
obtained in las format.  

According to the American Society for 
Photogrammetry and Remote Sensing (ASPRS 2019), 
classification fields are standardized in the point cloud 
file format las extension as ground points class to 2, 
vegetation points class to 5 and building points class to 6. 
This file format is designed to contain records of point 
cloud data from LiDAR or different sensors. Point cloud 
data is usually converted to this format from software 
that combines GPS, IMU and laser signal information to 
generate X, Y and Z point coordinates. The main purpose 
of the data format is to provide an open format that 
allows different LiDAR hardware and software tools to 
input or output data in a common format (ASPRS 2019).  
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Figure 3. GNSS RMSE’s for camera locations a) X-axis 
direction, b) Y-axis direction and c) Z-axis direction 
 

After automatic classification, classification quality 
was improved by manual correction. This process was 
performed again with the help of TBC sectioning at cross-
sectional intervals of 5 m (Figure 5). 

In the R programming language, the lidR package 
was used to read the las file format without corruption. 
With the readLAS function, the path where the las file is 
located was determined and the required fields were 
selected and imported. This function supports the LAS 
formats 1.1 to 1.4 (Roussel and Auty 2017). An imported 
file stored in LAS object which inherits from a spatial 
object from sp package (Bivand et al. 2008). Since there 
will be applications related to the neighbourhood 
relations, a certain number of neighbourhood distances 
must be calculated for each point. For this purpose, 
considering the dense point clouds, a fast distance 
calculation should be applied. The nn2 function included 
in the RANN package has been implemented in this 
application (Arya et al. 2019). 

In the machine learning step, parallel computation 
has been applied to use the hardware performances at 

high capacity for intensive training process. The 
makeCluster function included in the parallel package 
uses multiple processors to solve problems. 
Simultaneous training and calculations are divided into 
different parts. In this way, each part is divided into 
different command series and the given commands are 
run on different processors at the same time. 

The CreateDataPartition function included in the 
caret package (Kuhn 2008) is used to create balanced 
partitions of the training data that will be used to create 
the model. The class value is evaluated as a factor data 
type at the result of this function in R. Random sampling 
takes place within each class, and the overall class 
distribution of the data is preserved. The RF model is 
trained with 20000 points obtained from the reference 
data, which includes all classes for classification.  

In this study, a k-fold CV was used to randomly split 
the training dataset into k parts, and then each of the k 
parts evaluated as a test dataset for the trained model in 
the other k-1. The average of k error is calculated for all 
evaluated parts. Then k-fold CV was repeated 3 times. In 
order to determine the model accuracy criteria, the k-fold 
cross-validation was performed and the k value was 
taken as 10. trainControl function was used for this 
implementation. 

The predict function was applied for the estimation 
of new data of the parameters obtained from the results 
of RF model fitting functions. The predict function 
performs predictions by calling certain methods that 
depend on the class of the first data object. 

Cross tabulation of classes observed and estimated 
with related statistics was calculated with the 
confusionMatrix function. 

 

 
Figure 4. Reference data classification on TBC software 
a) View of dense point cloud in RGB band values, b) 
Automatic classified and manually corrected point cloud 
classes by TBC (ground:2, vegetation:5 and building:6) 
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Figure 5. Improvement on the automated classified 
reference data by means of sections and operator 
 

The resulted accuracy values in the sub-groups were 
obtained. The obtained maximum accuracy values were 
calculated for each group. The number of variables 
available for division in each tree node was randomly 
calculated for thirteen different variables (Table 2). The 
mtry value was taken as 10 because it produces the 
optimum model accuracy at 10. The accuracy of the 
classification with the various mtry feature variable is 
differed by approximately 1%. Without the normalizing 
geometric and radiometric features, RF classifier model 
produced the 96% overall accuracy.  The most applicable 
or "true" value for the ntree is not usually very unstable, 
because it is clear that the predictions from the model are 
not change much after a certain number of trees. 

After the verification process is completed and the 
accuracy criteria are met, the produced RF model must 
be stored. The “.rds” file was used to save and load a 
single R object, which is the RF model, to a link (usually a 
file) for later use in various data. This process provides 
to store a more model parameters with specific format 
than just saving and reading parameter lists. For the 
produced model, ".rds" file extension is used. saveRDS 
and readRDS functions are used to save and read the files 
in ".rds". 
 
Table 2. Model accuracy values for RF model subsets (* 
mtry subset variable number) 

*mtry Accuracy Kappa 
1 0.9500038 0.8846614 
2 0.9537180 0.8932820 
3 0.9570273 0.9009979 
4 0.9593365 0.9063616 
5 0.9607650 0.9096831 
6 0.9614077 0.9111628 
7 0.9623363 0.9132596 
8 0.9632884 0.9154454 
9 0.9634072 0.9157523 
10 0.9635027 0.9159197 
11 0.9631454 0.9151173 
12 0.9629550 0.9146240 
13 0.9625026 0.9135558 

 

The method applied to calculate the importance of 
the variables used for the objects produced by methods 
specific to train and method was made with the varImp 
function. When the importance levels of neighbourhood-
related covariance characteristics were examined, the 
most important parameter was the above ground level 

(AGL) (Figure 7). Radiometric B band and vertical 
directional surface normal value were also other two 
parameters that are important classifier features. AGL 
was the only topographic feature that helps to 
distinguish between ground and surface classes. Another 
important feature can be explained to be effective in 
determining the above-ground points. 
 

 
Figure 6. The classification obtained as a result of RF 
classifier, a) point clouds indicated by RGB bands, b) 
point clouds classified according to RF model (ground:2, 
vegetation:5 and building:6) 
 

 
Figure 7. Importance ratios of covariance and 
radiometric properties evaluated in RF model 
 

RF classifier has been performed to distinguish 
between three classes. A confusion matrix summarized 
the results of the RF classifier algorithm for further 
inspection. The confusion matrix are presented in Table 
3. According to the confusion matrix, defective points are 
more likely in ground and vegetation classes. For the 
vegetation class, it is found that the 3D UAV points are 
not sufficiently detailed, due to they have a ground-like 
feature at the peaks of the trees and also the ground 
points could not be reconstructed from the leaves and 
branches of the trees as the main reasons for these 
errors. In addition, the presence of steep slopes prevents 
sharp curves between the ground and trees. In this 
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context, tree points become the point feature that 
ensures the continuity of the ground points.  

Statistical validation criteria on the test area are 
given in Table 4 regarding section 2.4. It is found that it is 
difficult to classify small plants especially close to the 
ground. Therefore, small vegetation points often 
complicated for 3D data. As a result, vegetation points in 
confusion matrices are classified as ground points and 
reduced the classification accuracy of other classes. The 
RF classification framework and obtained parameters of 
RF produce an overall accuracy of 0.96, and a Kappa 
coefficient of 0.91.  

During the classification, some of the common 
errors encountered the detection of planar points near 
the ground. Moreover, high points of the vegetation was 
classified as ground points, and the results of some 
decreases in accuracy values due to errors such as the 
scattering characteristic of on building facades. In order 
to avoid such errors and increase the accuracy values, it 
is necessary to reduce the noise points, to optimize the 
better neighbouring values expressing the surface 
characteristics and to improve the clustering analysis.  
 

Table 3.  Error matrix (confusion) 
 Reference data (Class) 

M
o

d
el

 d
at

a 
(C

la
ss

)  2 5 6 

2 4269 93 45 

5 50 565 34 

6 11 30 902 

 

Table 4. Classification statistical metrics 
 Class 

2 5 6 
Sensitivity 0.9882 0.82887 0.9287 
Specificity 0.9311 0.98574 0.9908 
PPV 0.9738 0.87994 0.9526 
NPV 0.9682 0.97857 0.9859 
Precision 0.9738 0.87994 0.9526 
Recall 0.9882 0.82887 0.9287 
F1 0.9810 0.85364 0.9405 
Prevalence 0.7220 0.11200 0.1660 
Detection rate 0.7135 0.09283 0.1542 
Detection prevalence 0.7327 0.10550 0.1618 
Balanced accuracy 0.9596 0.90730 0.9598 

 

When investigating the error source, it is significant 
whether the errors are occurred inly model-based or 
irregularities in point clouds and systematic errors. 
While the geometric properties of dense point clouds are 
detected in certain areas of measurement errors, it is 
almost impossible to detect for irregular objects (trees, 
vegetation near the ground etc.). Different studies are 
required to examine and eliminate these details. These 
errors in this study have not been studied. 

Studies on the classification of point clouds can be 
applied to increase RF model classifier performances and 
accuracy criteria in parallel with the robust algorithms 
developed in future periods. Robust methods can be 
developed that are more optimized for geometric 
features and are not affected by the density changes of 
the points. However, some confusion computation stages 
and time may increase in the calculated point features. 

For this, optimization and hardware requirements may 
increase. Different results are produced according to 
different studies and examples (Sevgen 2019; 
Nevalainen et al. 2017). Overall accuracy value is 
obtained as 96% in this study. For instance, when looking 
at the accuracy criteria in other studies, the accuracy 
values obtained are close and high accuracy. Kim and 
Sohn (2012) achieved a result of the experiment, 93.9% 
with RF model.  

R codes containing the methods applied in this 
article can be examined and used freely from Zeybek 
2020. 

 

5. CONCLUSION 
 

The random forest machine learning algorithm has 
a comprehensive adaptability in the industry and in 
many research studies. Decision tree-based designs 
make it easier to interpret the model and the result, while 
intuitively approaching actual classification problems, 
increasing the correct estimation rate. To compare the 
proposed methodology directly with different methods, 
point clouds of similar structure and application 
parameters are needed. However, the adequacy of the 
model can be tested more accurately by applying the 
generated RF model of the obtained point clouds from 
different areas.  

It has been shown in this study that UAV based 
dense point clouds can be classified according to their 
geometric characteristics and radiometric features. 
Although high accuracy values are obtained, there may 
still be incorrect classification points in some areas of the 
data. Therefore, it is necessary to improve this 
classification data with the help of operators after 
automatic classification. Further studies should be 
conducted to increase the accuracy model and improve 
its performance with robust feature estimation. 
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