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ABSTRACT 

Coastline boundaries are constantly changing due to natural or human-induced events that take place in the world. Therefore 

it is necessary to correctly observe coastline boundaries. Remote sensing is one of the most frequently used methods to 

monitor the changes in coastal areas. In this study, it is aimed to solve the problem of choosing the right method for coastal 

change observation. This paper introduces a spatial pixel-based and object-based image classification approach to recognize 

changing areas in coastline. The coastline boundary changes occurred in a part of Yamula Dam Lake in Kayseri province 

were examined using three multispectral Landsat 8 satellite images of March, August and November 2016. Firstly, image-

to-image registration processing was performed to register the three satellite images. Then, each satellite image was 

classified into two information classes either ‘Lake’ and ‘Other Field’ by using pixel-based Artificial Neural Networks 

(ANNs) and object-based K-Nearest Neighbor (KNN) method. Classification accuracies for ANNs method were obtained 

99.97%, 99.90% and 99.80% respectively in March, August and November. As for the accuracies of the classification for 

the KNN method, in March, August and November were obtained 99.99%, 99.93% and 99.92% respectively. The change 

images were formed for March-August and August-November pairs by using the obtained classification images. The post 

classification comparison method was used to determine the changes in coastline boundaries. At the end of the study, 

seasonal changes from water to land and from land to water were detected. According to the result of the changes there is 

a 5,67 km2 increase from March to August and a 3,14 km2 decrease from August to November in Yamula Dam Lake. 
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1. INTRODUCTION 
 

Remote sensing is a frequently preferred surveying 

method because it is useful and reliable in many 

disciplines.  The remote sensing technique is one of the 

most successful methods in land cover and land use 

determination, planning, monitoring and mapping with 

different time intervals. It is also used for determination 

of emerging deformations and management of natural 

resources such as the determination of water beds, 

investigation of water pollution, determination of mineral 

and oil resources (Lillesand et al., 2014). 

Coastlines are permanent intersections where 

established seas and lakes or rivers (excluding situations 

such as floods) meet sections of land. Coastlines are one 

of the features identified by the International Geographic 

Data Committee (Karaburun and Demirci, 2010). 

Coastlines also have boundaries, which change according 

to meteorological phenomena, natural environment and 

human-induced effects. Efforts to identify changes in 

coastal boundaries at different times have a major impact 

on the management, conservation and sustainability of 

coastal resources. In recent years, there has been an 

increase in the utilization of remote sensing to monitor the 

changes in coastline management, coastline or coastal use 

(Ozpolat and Demir, 2014). Kuleli et al. (2011) 

determined coastline change in Yumurtalık and Gediz 

Ramsar wetland between 1989 and 2009 by using Digital 

Shoreline Analysis System, which is a statistic-based 

method. They used Landsat satellite images while doing 

this work. Prabaharan et al. (2010) investigated changes 

in the Vedaranniyam coastline, India. They utilized 

Landsat-1998, IRS 1C LISS III-2003 and IRS­Cartosat1-

2008 satellite images to detect the changes. Guney and 

Polat (2015) used images of Landsat MSS of 1975, 

Landsat TM of 1987 and Landsat ETM of 2000 to 

determine coastline changes. They observed coastline 

changes by utilizing post classification comparison 

technique. Erener and Yakar (2012) used Landsat TM 

obtained in 1987, Landsat ETM+ obtained in 2000 and 

Landsat ETM+ obtained in 2006 and determined the 

water level changes from 1987 to 2006. Wang et al. 

(2013) used satellite images for determining the effect of 

coastal change on erosion by utilizing five different times 

and taken from three type satellites which are Landsat 5 

TM, Landsat 7 ETM+ and HJ-1A. Shetty et al. (2015) 

used Landsat 5 TM images obtained from IRS 1C / 1 D 

in 1991, from IRS P6 in 2001, 2005 and 2009, from 

Landsat 8 OLI in 2013 satellite images and observed that 

sand was carried by erosion during the 46-year period 

(Shetty et al., 2015). 

The algorithms used in remote sensing studies to 

detect change can be separated in two types of method. 

The first is the unsupervised change detection approach. 

This method is based on the principle of the determination 

in land use and land cover changes obtained from satellite 

images taken on different dates and converting to single 

or multi-band image. The second method is the 

supervised change detection approach. This approach 

needs training and test classes as supervised classification 

for the determination in land use and land cover changes 

(Kesikoğlu et al., 2013). For this reason, this approach is 

more challenging but, despite this, it allows us to achieve 

a more effective result in determining the direction of 

change.  

The accuracy of the change detection process depends 

on the image classification process. Therefore, the 

selection of which classification method is used in change 

detection studies is important. There are many image 

classification methods used in literature such as 

membership function and, decision tree (DT) (Im and 

Jensen, 2005), random forest (RF) (Rodriguez-Galiano et 

al., 2012), support vector machine (SVM) (Duro et al., 

2012, Kesikoglu et al., 2019), maximum-likelihood (ML) 

(De Giglio et al., 2019). In this study, we used two 

approaches: artificial neural networks (ANNs) and k-

nearest neighbor (KNN). ANNs have a system that 

simulates the human brain. ANNs has been successfully 

used to classify satellite images in recent years (Pradhan 

and Lee, 2010; Chebud et al., 2012; Hassan-Esfahani et 

al., 2015). KNN is a nonparametric discriminatory 

analysis. The use of KNN method in image classification 

goes to 1990s (Denoeux, 1995) and it uses various image 

classification studies (Franco-Lopez et al., 2001; 

McRoberts et al., 2002; Yu et al.2006).Shiba et al. (2003) 

compared Case Slicing Technique as a new classification 

approach with K-Nearest Neighbor, C4.5 Learning 

Algorithm and Naive Bayes methods. Case Slicing 

Technique improved accuracy of the classification. Isa et 

al. (2005) used ANNs to classify the type of cervical 

cancer in its early stage and compared different ANNs. 

Zhang et al. (2017) used Spot-5 images to compare pixel-

based and object-based classification method in the Heine 

River basin. They observed that object-based 

classification gave better results. Al Fugara et al. (2009) 

used Landsat 7 satellite images to compare pixel-based 

and object-based classification in the Klong valley of 

Malaysia. As a result of the work, object-based 

classification gave better results than pixel-based 

classification. 

In this study, we aim to identify the changes at the 

Yamula dam coastline by using Landsat-8 satellite 

images obtained in March, June and November of 2016. 

In this context, we selected two-classification method and 

compared classification accuracies to obtain better results. 

ANNs and KNN methods were used for classification of 

satellite images and post classification comparison 

method was used to determine the coastline change. The 

study also briefly describes the planning of the work and 

the steps before the change is determined. It is aimed to 

contribute to the selection of the correct method in coastal 

line studies. 

 

2. STUDY AREA 
 

The Yamula Dam Lake is one of the most important 

dams due to producing electric energy and irrigation in 

Central Anatolia Region, Turkey (Kesikoğlu et al., 2017). 

The dam is located 25 kilometers northwest of Kayseri 

and lies on the Kızılırmak River. The only water source 

that feeds the Yamula Dam is the Kızılırmak River. The 

river originates from Kızıldağ mountain in Sivas and 

flows into the Black Sea. The dam started holding water 

on December 27, 2003 (Yamula Barajı, n.d.). Landsat-8 

satellite images of the year 2016 used in this study were 

chosen to include the Yamula Dam Lake and the change 

of coastline of the lake. The satellite image of the dam 

lake is demonstrated in Fig 1. 

https://www.sciencedirect.com/topics/earth-and-planetary-sciences/support-vector-machine
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Fig. 1. Location map of study area 

 

3. MATERIALS AND METHODS 
 

 In this study, Landsat 8 satellite images owning to 

the spring, summer and autumn seasons were used. These 

images were from March 5, 2016; August 26,  

 

2016 and November 4, 2016. None of the winter 

season satellite images were evaluated due to the cloudy 

weather in December, January and February for the year 

2016. Landsat 8 OLI / TIRS bands and their properties are 

given in detail in Table 1. 

 

Table 1. Landsat-8 OLI / TIRS satellite image bands and features (“What are the band designations”, 2017) 

 

Sensor Spectral Bands Wavelength(𝝁𝒎) Resolution(m) 

 Band-1 Ultra Blue  

(Coastal Aerosol) 

0.43-0.45 30 

 Band-2 Blue 0.45-0.51 30 

 Band-3 Green 0.53-0.59 30 

 Band-4 Red 0.64-0.67 30 

OLI Band-5 Near Infrared (NIR) 0.85-0.88 30 

 Band-6 Shortwave Infrared (SWIR-1) 1.57-1.65 30 

 Band-7 Shortwave Infrared(SWIR-2) 2.11-2.29 30 

 Band-8 Panchromatic  0.50-0.68 15 

 Band-9 Cirrus 1.36-1.38 30 

TIRS Band-10 Thermal Infrared 1 

Band-11 Thermal Infrared 2 
10.60-11.19 

11.50-12.51 
100*30 

100*30 

 

3.1. Artificial Neural Networks (ANNs) 
 

ANNs is based on model of the biological brain. It is 

inspired from learning capability, structure and 

processing method of biological brain. ANNs consist of 

simple linear or nonlinear computing elements called 

"neurons", which are interconnected in complex ways and 

are usually arranged in layers (Sarle, 1994). There are 

numerous links between these elements. Information is 

distributed via links.  Results are acquired through a 

learning process. 

 

 

 

 

 

 

 

 

 

 

 
 

Fig. 2. Neurons structure of the ANNs (Haykin, 1994) 

 

The structure of the neuron is demonstrated in Fig. 2, 

where x1,x2,x3.... xn, are inputs and w1,w2,w3.... wn, are the 

weights of these inputs. The weights determine the 

influence of inputs on the cell. The addition function 

calculates net data entering the cell. This can be 

mathematically identified as given in Eq. (1) (Haykin, 

1994). 
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i i
NetInput x w=                                                   (1) 

 

The activation function can be identified as given in 

Eq. (2). 

 

( )y F x=                                                                        (2) 

 

All artificial nerve cells come together to form ANNs 

composed of three layers as shown in Fig. 3: input layer, 

hidden layer and output layer.   

 

 
 

Fig. 3. Layers of the ANNs 

 

The input layer receives the data from the outside and 

transmits it to the hidden layer. The hidden layer 

multiplies incoming data with weights and weighted data 

are collected. The results of the transfer function 

transmits output layer. Then, the output layer sends the 

result to the outside (Haykin, 1994). 

 

3.2.K-Nearest Neighbor (KNN) Algorithm 

 

K-Nearest Neighbor is one of the simplest and easiest 

methods to implement for image classification. Unlike 

other algorithms as ANNs, KNN does not need to train a 

dataset. Since the output value is only related to the partial 

number of neighboring samples, errors arising from the 

number of unstable training examples can be avoided in 

this algorithm. Due to these advantages, the algorithm has 

recently been used in many areas such as text 

classification, data processing and earthquake prediction 

(Sang et al., 2011). 

The KNN algorithm process is defined as follows. A 

stable database (D) based on the measured results is 

established. K is set to the nearest neighbor number. Since 

K strongly influences the output values, there is no special 

way to set it. The value is usually determined 

experimentally. M (m1, m2 ... mn) which is the feature 

vector are computed and generated for each point. The 

distances between each point of M' and D collection are 

(M): dist (M', M). The commonly used Euclidean 

Distance is shown in the Eq. 3 (Sang et al., 2011). 

 

2( ', ) ( )
n

i ji
d M M m m= −                                        (3) 

 

According to the calculated distance, the nearest K 

point, D, is selected and a new data is collected according 

to the above equation (Dk). The output value of M is used 

the following equation according to Dk is calculated. 

1'

K

j
i

M

M
K

==


                                                             (4) 

 

3.2.Post Classification Comparison 

 

The most commonly used change detection 

techniques are image differencing, image rationing, 

principal component analysis, change vector analysis and 

post-classification comparisons (Kesikoğlu, 2013).Image 

differencing, image rationing, change vector analysis and 

principal component analysis are used for unsupervised 

change detection, whereas post-classification 

comparisons are used for supervised change detection 

process. 

In this study post-classification comparison is used in 

change detection analysis. In this approach, satellite 

images belonging to two different times are classified and 

recorded independently. Then, the classified images are 

compared with each other. Thus, the direction and amount 

of change are determined (Tabarroni, 2010). 

 

4. APPLICATION AND RESULTS 
 

The direct use of raw images obtained from satellites 

in change detection studies is an obstacle for producing 

meaningful results because these images contain non-

systematic errors. These errors arise from the height and 

position of satellite (Sertel et al., 2007).The geometric 

correction process with image registration must be 

performed in order to correct these errors (geometric 

distortions) in the images. The process followed in the 

study is demonstrated in Fig. 4. 

 

 
 

Fig. 4. Coastline change detection diagram 

 

First of all, "Image to Image Registration" process 

was performed for satellite images. Satellite image for 

March were selected as reference and the other images 

were registered in that image. In the "Image Registration" 

process, image mapping was done by using ground 

control points (GCPs) that were known in the image. 30 

well-distributed GCPs were used during implementation 

Output Layer 

Hidden Layer 

Input Layer 
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and it was noted that the root mean square error (RMSE) 

value was less than 0.5. Furthermore, the images were cut 

based on the specified study area after registration. Blue 

bands of the each registered images are demonstrated in 

Fig. 5. 

 

 

 
 

 
 

Fig. 5. Registered images for (a) March, (b) August, (c) November 

 

Our study area was divided into two classes; ‘Lake’ 

and ‘Other_field’. It was chosen 2454 pixels for training 

and 2501 pixels for testing to use in satellite images of 

different dates in the study. Due to the fact that the 

selected train and test areas represented the right classes 

in each images, a single train and test data was used. The 

selected training areas were used to classify the images 

with both ANNs and KNN classification algorithms. The 

test data were used to evaluate the accuracy of the 

classification process. 

 

4.1. Pixel-based classification of the Landsat 8 

data 

 

Pixel-based image classification, using an ANNs 

classifier, was performed using ENVI, which is image 

analysis software. While classification was being done, 

parameters such as number of iterations, learning rate, 

training RMS output value and momentum related to 

ANNs were used. Since pixels are considered separately 

in pixel based classification, it is important to evaluate all 

pixels. Therefore, multispectral bands (bands 2-7) were 

used for doing classification. The training was stopped 

when the specified RMS output value was reached. The 

learning rate is a variable used for changing weight values 

of the ANNs. Momentum used to reduce error and to 

provide a correction for changing weights is a number 

value from 0 to 1 (Kesikoğlu, 2013). In this study, the 

number of iterations was 1000, the RMS output value was 

0.1, the learning rate was 0.2 and the momentum was 0.9. 

After that, the multispectral images were divided into two 

classes as ‘Lake’ and ‘Other_field’. Classified images are  

 

 

 

shown in Fig. 6. 

 

4.2. Object-based classification of the Landsat 8 

data 

 

The KNN approach is similar to the supervised 

classification because samples are chosen as supervised 

classification. However, the selected samples are not as 

independent as selected in the supervised classification. 

The first step of object-based classification is 

segmentation. There are various segmentation types such 

as chessboard, quadtree, multi-resolution and spectral 

difference. Before using this method, training and test 

data in the ANNs was integrated into the eCognition 

software. Then, multi-resolution segmentation method 

was applied to the remaining areas. The scale parameter 

was 50, the shape parameter was 0.1 and the compactness 

parameter was 0.5 for the multi-resolution segmentation. 

Prior to the classification, instead of pixels, objects 

(segments) formed by combining pixels are used in 

object-based classification. When classifying these 

objects, an input parameter is required, unlike pixel-based 

classification. This parameter was Normalized Difference 

Water Index (NDWI) (McFeeters, 1996). The reasons for 

choosing this parameter are that, NDWI is an 

internationally accepted index to extract water areas and 

it distinguishes water from other field easily. For this 

reason it has been sufficient to use two bands (band 3 and 

5) required for NDWI method in object based 

classification. NDWI formula is given in Eq. 5. 

 

                           (5) 

 

(a) (b) 

(c) 
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Classification was then carried out using the KNN 

according to the training data selected in the ANNs 

method. The multispectral images are divided into two 

classes as ‘Lake’ and ‘Other field’ by using KNN. 

Classified images are demonstrated in Fig. 7. 

 

 

 

 

 
 

 
 

Fig. 6.Classification images classified by ANNs (a) March, (b) August, (c) November 

 

  
 

 
 

Fig. 7.Classification images of Yamula Dam Lake classified by KNN for (a) March, (b) August, (c)   November 

 

The image classification accuracies are presented in 

Table 2. Results obtained with KNN classification was 

observed at 99.99% overall accuracy for March image, 

99.93% overall accuracy for August image and 99.92% 

overall accuracy for November image. Results obtained 

 

with ANNs classification was observed at 99.97% overall 

accuracy for March image, 99.90% overall accuracy for 

August image and 99.80% overall accuracy for 

November image. 

 

(a) (b) 

(c) 

(a) (b) 

(c) 
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Table 2. Results of accuracy analysis for classification 

 
 ANNs KNN 

Month Overall Accuracy 

(%) 

Kappa Coefficient Overall Accuracy 

(%) 

Kappa Coefficient 

March 99.97 0.9991 99.99 0.9998 

August 99.90 0.9969 99.93 0.9983 

November 99.80 0.9938 99.92 0.9955 

 

Although the results are close to each other, the KNN 

method seems to give better results. For this reason, the 

thematic maps obtained from KNN 

 

method are used to determine the change map. Change 

detection maps are shown in Fig. 8. 

 

 
 

 

Fig. 8.(a) Map of changes by KNN method from March to August (b) Map of changes from August to November 

 

 
 

Fig. 9.The graphic of lake area from March to August and November in Yamula Dam Lake 

 

According to the obtained findings (Fig. 9), lake area 

has a 5,67 km2  increase from 65,82 km2 to 71,49 km2 

between March and August; a 3,14 km2 decrease from 

71,49 km2 to 68,35 km2 between August and November. 

In Kayseri the total precipitation was 430 mm in 

2016. Whereas August is the driest month, April is the 

rainiest month. The precipitation in August was 6 mm 

while it was 54 mm in April. The precipitation increased 

after August illustrated in Fig. 10 (a). 

In Sivas, total precipitation was 500 mm in 2016. 

Whereas August is the driest month, May is the rainiest 

month. The precipitation in August was 6 mm while, it 

was 60 mm in May. The precipitation increased after 

August illustrated in Fig. 10 (b). 

The annual spatial precipitation in Sivas causes 

changes in the amount of water coming to the Yamula 

dam as it affects the occupancy rate of the Kızılırmak 

River. Therefore, due to the effect of the precipitation 

regime in Sivas on the study area, the precipitation regime 

in Sivas was also taken into consideration. The melting 

snow sometimes causes the flow of Kızılırmak Rivers to 

rise. This situation leads to an increase in the amount of 

water coming to the Yamula Dam Lake. Thus, the 

increase in the amount of incoming water is seen in Fig. 

8, which leads to the expansion of the Yamula Dam Lake 

boundaries. The highest rainfall in Sivas province in 2016 

took place in April and May according to the Sivas annual 

areal rainfall graphic. It also affected the increase in water 

boundaries of the Yamula Dam. After August, a decrease 

in the dam lake boundaries was observed. 

N N 

(a) (b) 
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Fig. 10. (a) Kayseri annual areal rainfall (“Iklim Kayseri”, 2017) (b) Sivas annual areal rainfall (“Iklim Sivas”, 2017) 

 

 

5. CONCLUSION 

 
Water is vital for the survival of livings. Rivers, lakes 

and dams form natural and artificial water resources. It is 

seen that both natural and human-induced effects are 

increasing or decreasing day by day in water resources. 

Therefore, determining the changes occurring in water 

sources is of great importance. Yamula is one of the most 

important dams in Turkey in terms of irrigation and 

electricity generation. In this study, both pixel-based and 

object-based classification methods were used to 

determine the water areas in the dam and the results were 

evaluated. While in the pixel-based classification method 

training data is selected pixel-by-pixel, in the object-

based classification training data object by object is 

selected. For this reason the segmentation phase that 

forms the objects is very important. At the segmentation 

stage, pixels having similar reflection characteristics are 

grouped so that instead of working with a large number 

of pixels, segments consisting of pixels having these 

common characteristics are formed, at which point the 

heterogeneity between the segments is minimized. 

Therefore, object-based classification gives higher 

accuracy.  

In this study, since the test area was a small area and 

only two classes were created, high accuracy was 

obtained by both methods. Different results were 

obtained as a result of using both algorithms. However, 

increase in the lake area until August and decrease after 

this month was detected in result of both algorithms. As 

the KNN method gave better results, the classification 

images obtained from this method was used to determine 

seasonal variations. The seasonal change information was 

obtained by using post classification comparison method 

on the classified Landsat 8 satellite images. It is seen that 

post classification comparison method used in this study 

produced meaningful change results in satellite images of 

different months. 

The results of the study show that there is both an 

increase and decrease in Yamula Dam Lake. A lot of 

studies about the Yamula dam have been reviewed. As a 

result of the news, it was determined that the changes in 

the dam were not human-origin but climate-related. The  

 

change in the dam area was results from snow melting, 

rainfall and evaporation. It was detected that the increase 

until August was both snow melting and rainfall. The 

decrease in the lake area after August was results from the 

decrease in rainfall. Moreover, the evaporation which was 

caused by the increase of the air temperature negatively 

affected the lake area. In the context of this study, it has 

been was observed increase in the amount of the water in 

the Yamula Dam Lake until August and decrease in the 

amount of water in the Yamula Dam Lake after August  

In addition, KNN method gave better results than ANNs 

method to identify Yamula Dam Lake. 
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