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Abstract

In this study, we give first the classification and reduced equations of the second degree equations of the
form  ax? +2bxy +cy? + 2ex+2fy+g =0. We investigate the classification and reduced equations of the
second order linear PDEs in two independent wvariables x and y of the form
Au,, +2Bu,, +Cu,, +2Eu, +2Fu, + Gu =0 using the results we obtained on the classification and reduced

equations of the second degree equations. Finally, solving reduced equations of the second order linear PDEs we
obtain the solutions of the PDEs. We show that both equations have common algebraic characterizations.

Keywords: Differential equations, partial differential equations, second order linear partial differential equations, second
degree equations.

Iki Bagimsiz Degiskenli 1Ikinci Basamaktan Dogrusal Kismi
Diferansiyel Denklemlerin Siniflandiriimasi  ve Indirgenmis
Denklemeleri Uzerine

Ozet

Bu calismada, ilk olarak ax2+ 2bxy + Cy2 +2ex+2fy+ g =0.bigiminde ikinci dereceden denklemin
smiflandirilmast ve indirgenmis denklemleri verecegiz. Ikinci dereceden denklemlerin siniflandiriimasi ve
indirgenmis denklemleri {izerinde elde edilen sonuglart kullanarak x ve y bagimsiz degiskenli
Auy, +2Bu,, +Cu,, +2Eu, +2Fu, +Gu =0 bi¢imindeki ikinci basamaktan kismi diferansiyel denkleminin

smiflandirilmast ve indirgenmis denklemlerini inceleyecegiz. Son olarak ikinci basamaktan dogrusal kismi
diferansiyel denklemlerin indirgenmis denklemlerin ¢6ziimiint kullanarak dogrusal kismi diferansiyel denklemin
¢oziimlerini elde edecegiz.Her iki denkleminde ortak cebirsel dzelliklere sahip oldugunu gosterecegiz.

Anahtar kelimeler: Diferansiyel Denklemler, Kismi diferansiyel denklemler, Ikinci basamaktan kismi diferansiyel
denklemler, Ikinci derceden denklemler.

1.Introduction variables is a special case of the partial
differential equations (PDESs).

Differential equations involving two or more
independent variables are referred to as partial
differential equations. The second order linear
partial differential equation in two independent

Many engineering problems such as wave
propagation, heat conduction, elasticity,
vibrations, electrostatics, electrodynamics, etc
are formulated as the second order linear partial
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differential equations in two independent
variables X and Y of the form [1, 2, 3, 9]

L(u) =
Au,, +2Bu,, +Cu,, +2Eu, +2Fu, +Gu=0

1)

where AB,....G and

A2+B%2+C%20.

Partial differential equations are normally
classified according to their mathematical form.
However, in some case they might be classified
according to the particular physical problem
being modeled [6, 7, 10].

Let

are constants

0

x-P

0
@EDy.

and

X

Then we have

L=AD} +2BD,D, +CD? + 2ED, +2FD, +G, (2)

where L is the linear partial differential operator
with constant coefficients A,B,...,G.

In this study, by comparison with the second
degree equations of the conic [4, 5, 8]

ax? + 2bxy + cy? + 2ex+ 2fy+g =0, (3)
where the coefficients a,b,..,g represent
numbers and a’+b?+c?#0, we shall
investigate the classification and reduced

equations of (1). Using this technique that we
consider it can be reduced by variable
substitutions to simpler equations depending on
whether (1) is elliptic, hyperbolic or parabolic.
Thus we show that (1) and (3) have common
algebraic characterizations.

2. Classification and reduced equations of
the conics

The conics have second degree equations of
the form (3). We can express the Eq (3) as
follows:

10

a b el x
[x vy 1b ¢ flyl|=0,
e f g1
where
a b e
M=lb ¢ f
e f g

is the coefficients matrix of (3).

Solving for y in Eq (3), we obtain

yz_%(bx+ f)Tr%\/— gx*+2e'x-a",

where a",b",...,g" are the cofactors of the
coefficients a,b...., g, respectively.

Let [M| be the determinant of the matrix M .

If [M|=0, the conic is degenerate. Therefore we

can establish the following theorems which are
not difficult to prove.

Theorem 1

(i) If [M|=#0 and g~ >0, the conic is an
ellipse,

(i) If [M|#0 and g” <O, the conic is a
hyperbole,

(iii) If [M|#0 and g" =0, the conic is a
parabola.

Theorem 2

(i) If [M|=0 and g <O, it is two
intersecting lines,

(i) If [M|=0, g"=0 and so e =0, it is
two parallel straight lines,

(iiiy If [M|=0 and g >0, it is two
imaginary intersecting lines.
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Let e, f" and g are the cofactors of the
coefficients e, f and g, respectively. Using the
e’,f" and g we compute the center of the conic

*

as (e—*,f—*),where g #0.
g g

We would like to change the coordinate
system in order to have the curve at a convenient
and familiar location. The process of making this
change is called the translation of axes. We now
consider the old and new coordinates by the
translation equations

* *

x:e—*+>‘< and y:f—*+)7. 4)
g g

Substituting (4) into (3), we get

M
axz+2biy+cyz+L—J=0. (5)

Now we also consider the rotation of axes.
To do this we take the equations

X = XCos@ —YSin@

y = XSing +YCosé, (6)
where
Tan20 =20

If we substitute (6) into (5), we have

*

alX2+clY2+|M|=O, ()
g

where g~ # 0 and

a, = aCos”0+bSin26 +cSin*@

and

¢, = aSin’g —bSin26 + cCos?4 . (8)
From (8) we find out that

a, +¢,=a+c and ac, =ac—b?.

Note that a;and c, are the real roots of
characteristic polynomial of the matrix

b

We now turn to the (7) which is called as the
reduced equation of the conic defined in (3). If
a,c, >0 then the locus is an ellipse and a,c, <0

then the locus is a hyperbole.

When the conic is parabola, we first find the
rotated equation of (3). To do this we take the
equations

x=&CosH —ouSind and Yy = £Sind + vCoséd

and we substitute in (3). Then we have

UZ_L(az‘f2 +26,5+0,) Or
2f,

E=oi (0 +26,0+,), ©)
2e,

where

e, =eCoséd + fSing , f, =—eSin@ + fCosé

and g,=g.

The extremum points of the conics defined in
(9) are

e c, a, f
(2 ) and (52— 2),
a, 2a,f, 2c,e, G,
respectively. The translation of axes,
e c,

E=X-2, v=Y -2
a, 2a,f,
or
a, f
=X-—2_ p=Y--2
d 2c,e, v C,
leads to the equations
x2=-2ley o y2o_Zy (10)
a C,

respectively. Eq (10) is called as the reduced
equations of the parabola.

3. The second order linear partial differential
equations in two independent variables

We consider the linear operator L defined in
(2). This operator can be expressed as follows:
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A B E]D,
L=[p, D, 1|8 c F|D,]|
E F G| 1
Where
A B E
N=[B C F
EF G

is the coefficients matrix of L.

Let [N| be determinant of the matrix N and

G" be cofactor of G, where G~ is the

discriminant of the L and
A

G =

B 2
=AC-B?.
C

Here we establish the following theorems
which are proved easily using the results
obtained on the conics.

Theorem 3

(i) If [N|]#0 and G">0, Eq (1) is an
elliptic differential equation,

(i) If |N|=0 and G <0, Eq (1) is a
hyperbolic differential equation,

(i) If |N|#0 and G"=0, Eq (1) is a
parabolic differential equation.

Theorem 4

(i) If [N|]=0 and G™ <0, the characteristics
of (1) are two distinct families of real straight
lines,

(ii) If [N|=0 and G™ =0, the characteristics
of (1) are two parallel lines,

(i) 1f |N|]=0 and G >0, the

characteristics of (1) are two distinct families of
imaginary straight lines.

12

Often a PDE can be reduced to a simpler form
with a known solution by a suitable change of
variables. In this study, we first consider the
following translation equations to obtain the
reduced equation of (1)

* *

EE*+DX and DyEF*
G

. + Dy
G

y?

(11)

where E*,F and G" are cofactors of E,F and
G, respectively.

If we substitute (11) into (2), we have

IN

* 1

L= AD; + 2BD;D; +CDJ +

(12)

where G~ #0.
When we also substitute following equations
D; =D, Cosé - D, Sin@
and
Dy =D,Sind + D, Cosé&
into (12), then we obtain

IN

L=AD; +C1DY2+G

(13)

* 1

where

A = ACos?@ + BSin26 + CSin’@,

C, = ASin®0 — BSin26 + CCos?#

and

A +C,=A+C and AC, = AC-B?.

Note that A, and C,are eigenvalues of the
matrix

A B
B C
From (13) we obtain the reduced equation of
(1) as
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u=0. (14)

*

N
L) =AUy +Ciyy + |G

If AC, >0, itis an elliptic differential equation,
and AC, <0, it is a hyperbolic differential
equation.

When G” =0, we first find the rotated form
of L defined in (2). For this we take the
equations

D, =D.Cos¢ -D,Sing
and
D, =D,Sind + D,Cosd

and we substitute in (2). Then we have

1

Dus—f(AzD§+2E2D§+GZ) (15)
2

or

D, z—%(czof 1 2F,D, +G,), (16)
2

where

E, =ECosé + FSind , F, =—ESin@ + FCosé
and G, =G.

Using the (15) and (16) we write the
following equations, which are called normal
equations of the linear partial parabolic
differential equations,

AU, +2E,U, +2F,u, +G,u=0
or
C,u,, +2E,U. +2Fu, +G,u =0.

Now we also consider the translation

equations
__B __ G
D. = A2+Dxand D, = 2A2F2+DY
or
__A _ R
D: = 2C252+DX and D, = Cz+DY

and substitute into (15) and (16). Then we obtain

13

2E,

F 2
D, or D;=

_£2

A
respectively. Thus we get following equations,
respectively,

2F

=_Z2

UXX_ A2

These equations are reduced equations of the
linear partial parabolic differential equations.

D}

Dy,

2E,
UY or uYY :_C_

2

(17)

Uy .

We now consider the separating of variables,
which is an analytical method, to solve PDEs.
Concerning solutions of equations defined in
(14) and (17), we first seek solutions of the form

u(X,Y)=X(X)Y(), (18)

where X is a function of X only and Y is a
function of Y only, and

a ou

=X"Y,

We now discuss the solution of the equation

£ 2

A,

defined in (17). Assuming a solution of the form
(18) substituting in (19) we find

Uyy = Uy (19)

X __2R Y
X A Y
Hence putting
X" _ 2 LR Y e
= and A Y o,

where o is any real number, we have

ia)zY
X =k,CoswX +k,SinewX , Y =ke*®  (20)

where k;,k, and k, are arbitrary constants. With
(20), (18) now becomes

ia)zY
u(X,Y) = (¢,CosaX + ¢,SineX)e®™>

where /,and /¢, are new arbitrary constants.
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Now we also consider the solution of the
equation (14). We now assume a solution of (14)
of the form (18). In this way (14) becomes

N
1y

NG CY"+
A=- Y

This equation is satisfied if we now write

AX"+»*X=0
and

" |N 2
C, Y+ H-w? |Y=0,
G

where @ is any real number. The solutions of
these equations are

X +Kk,Sin—X

JE

X=k,Cos—

JE

N2 N2
v —kcos INVCD-0" o (NG —0?
Cl Cl

respectively, where k;,k,,k; and Kk, are
arbitrary constants.

Then we have following corollaries.
Corollary 1 LetA >0, C;,>0 and

N

|—*—a)2 >0 o A>0, C;<0 and
IN|

- w*<0.

Then the solution of (14) is

u(X,Y) =| k,Cos—= X +k,Sin iX]
e

* _ 2 * _
k,Cos MYJrkASin WVG% y
1

C,

14

Corollary 2 Let A >0, C,>0 and
N[
—~-w"<0 o A>0, C;<0 and
IN

L —®” >0. Then the solution of (14) is

u(X,Y) =| k,Cos kZSinXJ

kc <\N\/G* o
,Cosh Y +k,Sinh,|——— Y|
G,
Corollary 3 Let A <0, C;<0 and
N
| |—a) <0 o A<O0, C, >0 and
IN

L —®®>0. Then the solution of (14) is

[ @

V& ke TR

{kacOs [QEI-0? g [MUS -0 Y].

4. Conclusion

u(X,Y):[kle

In this study, we show that the classification
and reduced equations of the second order linear
partial differential equations in two independent
variables can be investigated using the results we
obtained on the classification and reduced
equations of the second degree equations, and
the reduced equations of PDEs can be easily
solved by transforming to a ordinary linear
differential equation.
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