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Accurate boundary determination and segmentation of an object of interest in an image is a difficult image 

segmentation task. In this paper, we propose a new variational model composed of two penalizations and 

two fitting terms improving the old selective segmentation models. To better deal with oscillatory 

boundaries, a ℋ1 weighted length term and ℒ2 Lebesgue measure have been employed as penalization terms, 

whereas the fitting terms consist of a region-based and area fitting term. The model has the same speed as 

the previous one-level set interactive segmentation models and is much faster compared to previously dual-

level set models by having the same segmentation accuracy and reliability. On the other hand, the model 

shows a good performance while dealing with irregular and oscillatory object boundaries. The comparison 

with segmentation algorithms of the same nature shows that the proposed model shows the same or 

improved performance for object segmentation with transparent boundaries or inhomogeneous intensity of 

the aimed object. Moreover, we show that the proposed model finds the aimed object boundaries 

successfully for smooth or challenging oscillatory topological structures.  
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 Despite developments and improvements in photography and imaging, image post-processing 

techniques are commonly required. Image segmentation is one such task that separates the object/ objects 

from their surroundings by extracting aimed boundaries in a meaningful manner. Many applications of 

image segmentation are observed in a wide range of fields, such as medical imaging, object detection and 

recognition, traffic control systems, etc.  

 

 Segmentation techniques divide into two classes: global and selective/interactive segmentation. The 

first class aims at the boundary of all objects into a given image scene, whereas the second class aims at the 

boundary of a specific object. Global segmentation consists of objects' boundaries extraction (foreground) 

from their surrounding (background). In the last decades, different global segmentation techniques, such as 
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region-based segmentation, edge-based segmentation, clustering, Mask R-CNN, etc., have been introduced. 

Variational segmentation models, based on an early idea of representing the image as a piece-wise 

continuous function [19], easily implemented by Chan-Vese (CV) [7] through the level set function [22], 

was further used by many segmentation techniques. CV model and further followed improved models prove 

to be very efficient compared with statistical methods [10, 9, 30], image thresholding [16, 26], wavelet 

techniques [17, 14,27], etc. Most variational based segmentation approaches in the last decades base their 

models on edge information to guide the contours towards aimed edges [1, 6, 11, 13] or statistical 

information for the homogeneous area in the object’s region, similar to the CV model [7].  

 

 On the other hand, in some particular applications, one single object is required to be segmented. 

Such examples can be found in medical imaging where a particular organ is required to automatically be 

segmented or Closed Circuit TV (CCTV) surveillance system where activities monitoring is aimed. The 

main issue in an interactive/ selective image segmentation problem is how to distinguish one object of 

interest from similar (nearby) other objects. Recently, variational based models were proposed [3, 13, 18, 

25, 24]. Those models combine edge detection function with distance metrics to form some geometric priors 

information (markers). Such work was introduced by Rada et al. [25] where a dual-level set is used for 

boundaries detection ( a local level set evolves over a global level set to detect the boundaries on the aimed 

target object). The model show improvement compared to other models of the same type by being more 

reliable for cases where the intensity difference between objects is small. Although this model [25] is 

reliable, the model does not perform well for oscillatory boundaries. To improve the model for such 

boundaries a new dual-level set model was introduced by the same authors [24]. The new model [24] 

improves the old model by using the ℒ2 Lebesgue measure of the 𝛾-neighborhood of the contour [4] 

replacing the ℋ1 Hausdorff measure [25] as penalization term. Both these models are slow because of the 

complexity of the incorporation of the two level set functions. To improve the dual-level set work [25], 

Rada et al. [24] introduced a new variational area fitting based model. This model is fast and reliable but 

has slight difficulties with specific cases where the aimed objects have oscillatory boundaries. The purpose 

of the following presented work consist of the design of a new single level-set model which yet ensuring 

the same or better performance for oscillatory boundaries compared to Rada et al. [24] model. 

 

 Furthermore, we should emphasize that for image data where prior information is provided different 

machine learning and pattern recognition algorithms can be employed [5, 2, 8]. However, their large training 

sets and parameters optimization through the architecture layers makes them limited for previously unseen 

object classes. In this paper, we consider the cases where prior data is not available and the method can be 

easily adapted for general cases.  

  

 The following sections are organized in the following way. Section 2 contains a review of some 

selective segmentation models. In Section 3, we present the proposed ℒ2 Lebesgue measure based model. 

Then, in Section 4, the discretization of the derived partial differential question through an additive operator 

splitting (AOS) algorithm is described, ist efficiency and speed. In Section 5, we provide experimental 

results and comparisons to some existing methods for different images. We conclude our work in Section 

6. 

 

 
 

 The introduction of a level set idea by Chan-Vese (CV) [7] led to a simple and easy numerical 

representation of the Mumford-Shah [20] variational image segmentation model. Using Chan-Vese (CV) 

[7] idea many segmentation models were introduced in the last decades. Given an image 𝑢0(𝒙), 𝑥 ∈ Ω 

defined on a rectangular domain Ω, the CV model restricts the image into a piecewise function to be 

2. A SHORT REVIEW ON SOME INTERACTIVE/SELECTIVE SEGMENTATION MODELS 
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represented with a two-phase level set function. The piecewise function consists of two values 𝑐1 and 𝑐2 

that represent the mean intensity value of the foreground and the background, respectively. The CV model 

is not based on the gradient of the image for the stopping process so that it can detect contours both with 

and without gradients. The energy minimization functional in terms of level set is given as follows: 

 

Dual Level Set Selective Segmentation Model for Oscillatory Boundaries With Infinite Perimeter 

Norm 

 

 As an attempt to improve the dual level set model [25] for segmentation of objects with irregular 

boundaries, the work of Rada et al. [24] replaces the ℋ1 length term in the old Rada et al. work [25] with 

the 𝛾-neighborhood area of the contour Γ (following the Barchiesi et al. [4] approach for global 

segmentation). The 𝛾-neighborhood area of the contour of the edge set Γ is given as follows [4]  
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Area Based Selective Segmentation Model 
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3. PROPOSED METHOD 
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 To solve equation (20), we employ an additive operator splitting (AOS) method known for its 

properties of fast and low computational cost. AOS splits the two-dimensional problem into the solution of 

sequential of two one-dimensional ones. The AOS method is proposed by Tai et al. [15] and Weickert [29] 

has been widely applied in similar diffusion equations, see [3, 13, 28]. In the following, we detail the 

implementation of the AOS algorithm for the proposed method. The first step of the AOS method is the 

discretization of the given minimization problem in equation (20). In our work central finite differences has 

been used. Then form a semi-implicit linear system which leads to an iterative approximation scheme with 

a tridiagonal diagonally dominant matrix. Recalling equation (20) of the proposed method one can write 

the gradient descent method as follows: 

4. METHOD DISCRETIZATION AND SOLUTION THROUGH AN ADDITIVE OPERATOR 

SPLİTTİNG ALGORİTHM 
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 In this section, we first argue the robustness of the proposed model for images with regular and 

oscillatory boundaries type of contours. The initial curve as the model suggests it is placed as near possible 

inside the given object by using the given markers to construct the zero level set (a polygon passing through 

the markers). Comparison with a similar one level set selective segmentation model, such as the Rada et al. 

[23] or Nguyen et al. [21] model has been shown. We perform experiments of our new method by using 

objects where oscillation boundaries are found. We compare the obtained results of the detected object of 

such boundaries with the dual-level set selective segmentation model with the infinite perimeter fitting term 

introduced by Rada et al. [24]. This comparison shows the speed advantage of the proposed method while 

keeping the same accuracy performance. Furthermore, we show the practical use of this model and its 

applications in fields such as medicine, where qualitative segmentations are of a great importance. Different 

size images, such as 𝑛 = 128 (i.e. 128 × 128), 𝑛 = 180 (i.e. 180 × 180), and 𝑛 = 256 (i.e. 256 × 256) , 𝑛 = 

512 (i.e. 512 × 512) , has been used. The parameters 𝑘, 𝛾, 𝜆1, 𝜆2, 𝜇, 𝜇1, 𝜇2 and 𝛽 used in the following tested 

experiments are fixed to the values 𝑘 = 8, 𝛾 = 10, 𝜆1 = 𝜆2 = 100, 𝜇 = 1, 𝜇1 = 1, 𝜇2 = 0.0001, 𝜖 = 1, and 𝛽 = 

10−6. Based on the quality that the AOS algorithm is unconditionally related to the time step size we use Δ𝑡 
= 1 in all our experiments and a relative residual of 10−2. 

 

 

 

 

5. EXPERIMENTAL RESULTS 
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Test Set 1 — Segmentation Accuracy and Its Comparison to Other Models 

 

 The first test set demonstrates the ability to properly segment objects with different shapes and 

intensity and then compare with Rada et al. [23] and Nguyen et al. [21]. Fig. 1 shows the segmentation 

result for two synthetic and two real-life images. The aimed object in the first image in Fig. 1 is a square 

placed nearby to an 𝐿 shape geometrical object with the same intensity. The second image of this figure 

contains a geometrical object which has to be separated from the other geometrical objects. Furthermore, 

the object itself is not homogeneous inside the given geometrical markers (white background is found 

between the object itself). The third and the fourth images are knee and cell images with a high level of 

noise. From Fig. 1 we can easily notice that the proposed method correctly captured the aimed objects. We 

have to emphasise that the obtained results are similar to the previous work of Rada et al. [25, 23] 

overcoming the previous work of Gout et al. [12] and [3]. For briefness, we do not show the results obtained 

by the previous work of Rada et al. [25, 23, 24] but we note that both models give the same satisfactory 

results as shown in Fig. 1. For more details reader can refer to the results shown in [25, 23, 24] papers. 

Based on the same papers [25, 23], the results shown in Fig. 1 have the same results by Nguyen et al. [21] 

model given a proper initialization. In the following, we show test results where the proposed model 

performs better than Nguyen et al. [21] model. Comparison to Rada et al. [25, 23] work for such images is 

not shown as the obtained results are the same for such cases. Fig. 2 shows the comparison results between 

Rada et al. [25], Nguyen et al. model [21] and the proposed model for a Christmas tree in a pot and cell 

image in the first and the second row, respectively. We can easily notice successful results by Rada et al. 

[25] and the new model for a real-life image of a Christmas tree in a pot where the nearby pixels have 

different intensities in an oscillatory structure. The Nguyen et al. model [21] can sufficiently good capture 

the tree but fails to capture the whole pot due to semi-transparent boundaries. Nguyen et al. model [21] fails 

also to segment the nearby cell images, as shown in the second row due to the fact that the cells are of the 

same intensity and separated with one pixel between them. Fig. 2 show that Nguyen et al. [21] method 

cannot handle transparent or semi-transparent boundaries and noise. ,s figure we can clearly see that our 

method and Rada et al. [25] properly segment such cases. 

 

 
Figure 1. Test Set 1 – Successful segmentation of different images with the proposed method with given 

markers in blue color. 



 Natural & Applied Sciences Journal Vol. 4 (2) 2021 26 

 

 
Figure 2. Test Set 1 – Comparison with Rada et al. [25] and Nguyen et al. model [21] for a Christmas tree 

in a pot and cell images in the first and the second row respectively. 
 

Test Set 2 — Comparison with The Rada Et Al. [24] Model 

 

 The second set of experiments compares the proposed model with the infinite perimeter dual level 

set selective (IPDLSS) method [24] and show similar results for oscillatory boundaries by gaining a better 

performance speed. We demonstrate the ability of the new model to recognize specific objects with 

oscillatory boundaries while the proposed method has priority in terms of CPU time. In particular, we 

consider trees segmentation since the cornering effect of the model can be observed and the characteristic 

of these images is oscillatory boundaries.  

 

 Figs. 3, 4, and 5 show the compared results of the new model with the previous work of Rada et al. 

[23, 24]. Fig. 3 show the comparison of the model with Rada et al. [23]. Both models have the same speed 

of convergence and similar results. The speed of convergence is similar as both models run over one level 

set. In comparison with Rada et al. [24] model, we can notice that the proposed model performs accurate 

results for low-quality oscillatory data, similar to the previous work of Rada et al. [24] model and 

outperforms the Rada et al. [23] model as shown in Fig. 4. Looking into the segmentation results of those 

images, we can notice that the previous Rada et al. [23] model will lose some details between the tree’s 

branches, see Fig. 5, taken from Fig. 4 left corner crop. We acknowledge that the parameter used for all the 

experiments are fixed as given at the beginning of this section. For better performance of the proposed 

method, the tuning of the parameters is required, such as the increase of the parameter 𝑘 for better details 

in case of oscillatory boundary. In the following, we show the priority of the proposed method compared 

to the IPDLSS model [24] in terms of the speed of the convergence. IPDLSS model suffer from a slow 

convergence due to the fact that successively must update the global and local level sets. Table 1 shows 

clearly this fact. In this table, we compare the CPU time of new model with the old IPDLSS model [24] and 

find out that the new model is at least two times faster. In this table we show the results of 6 images but we 

acknowledge that similar results to Table 1 were obtained in all performed experiments without exceptions. 
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Figure 3. Segmentation results for Rada et al. [23, 24] models and the proposed selective segmentation 

model. The first column show the results obtained from Rada et al. [23] model, the second column the 

results obtained from Rada et al. [24] and the last column the obtained results with the new model. 

 
Figure 4. Segmentation results for Rada et al. [23, 24] models and the proposed selective segmentation 

model. The first column show the results obtained from Rada et al. [23] model, the second column the 

results obtained from Rada et al. [24] and the last column the obtained results with the new model. 
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Figure 5. Segmentation results for Rada et al. [23, 24] models and the proposed selective segmentation 

model. The first column show the results obtained from Rada et al. [23] model, the second column the 

results obtained from Rada et al. [24] and the last column the obtained results with the new model. 

 

       Table 1. Required CPU time for the proposed method and ist comparison to IPDLSS. 

 
 

Test Set 3 — Useful Applications for Data Boundary Refinement 

 

 In this experiment, we show some useful applications where clearly the proposed model 

qualitatively refines the aimed boundaries. In this experiment, we use a public accessible PH2 dataset [31] 

consisting of 200 skin cancer images. The database collection was a collaboration between the Dermatology 

Service of Hospital Pedro Hispano in Matosinhos, Portugal, and The Universidade do Porto in Ecnico 

Lisboa. The database has two files: one of the files with the original image and another one consisting of 

lesion boundaries drown by the specialist of the field in a mechanical time-consuming process. We used 

this dataset to show that we can help the specialist correctly capturing and refining the lesion boundaries. 

Figs. 6 and 7 show the segmentation results of the proposed method compared with boundaries drawn by 

the specialist. In Fig. 6, we notice that there is a similar output of the drawn boundaries between the 

specialist, in the first row, and the proposed method, in the second row, whereas Fig. 7 show results where 

the proposed method can better distingue between healthy and non-healthy regions of the lesion. Such a 

result would be of help especially if laser-like techniques are used to burn the non-healthy cells. 

 

 
Figure 6. Segmentation results comparison for the original segmented lesion boundaries (made by a 

specialist) in the first row and the proposed method in the second row. 
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Figure 7. Segmentation results comparison for the original segmented lesion boundaries (made by a 

specialist) in the first row and the proposed method in the second row. 

 

 
 

 The presented variational selective segmentation model show reliable segmentation for the aimed 

object of interest with oscillatory boundaries. This model delivers similar results to old models, such as the 

Rada et al. model [24, 23] or better results for oscillatory boundaries compared to [25] and Nguyen et al. 

[21] model. The model improves the convergence speed of the Rada et al. [24] model by having the same 

accuracy for oscillatory boundaries objects. To indicate the significant contribution of this study we show 

some real-life applications using PH2 open-source dataset [31] with medical images where cancer 

segmentation is required. We can easily see through experiments that the proposed method has a really 

good quantitative segmentation. 
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