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Abstract. Several methods have been proposed for time series align-
ment and classification. In particular our previously published method
I-SEA (Improved Shape Exchange Algorithm) has been proposed as a
rival method to the SEA (Shape Exchange Algorithm) method for time
series alignment. The aim of this work is to improve the accuracy of the
SEA method for time series classification by proposing a INN-ISEA (1
Nearest Neighbor-Improved Shape Exchange Algorithm) classifier. Re-
sults of the proposed method show to be better as compared to those
of the INN-SEA and the INN-ED classifiers (Euclidian Distance). All
results have been obtained using the UCR (University of California at
Riverside) time series Dataset, universally admitted as the first Bench-
mark in time series classification and clustering.

Keywords: Time Series - Classification - KNN - SEA - I-SEA - ED.



16 I.Boulnemour et al.
1 Introduction

Time series are sequences of numbered observations of the same phenomenon,
ordered over time. They can be biomedical (ECG, EEG, etc.), natural (atmo-
spheric, seismic, etc.), technological (traffic density in a network, etc.), to cite
some examples of time series natures and domains.

Time series applications include, among others, handwritten number recog-
nition [1], abnormality detection in physiological signals [2, 3], time series clus-
tering and compression [4], time series classification [8,9], time series alignment
[5, 6], speech recognition [10], alignment of gene expression [11], classification of
cardiac arrhythmias [12].

Now, as a process, time series classification consists in assigning a time se-
ries to one of the classes present in a predefined set [13]. For this specific task,
several methods are used in the literature to classify time series. The catego-
rization of these approaches established by Amr [14] includes feature-based clas-
sification, distance-based classification and model-based classification. Feature-
based classification discretizes data into symbolic representations such as Boss
approach(Bag-of-SFA-Symbols) [15] or directly extract descriptive features such
as mean or standard deviation to input them into a classifier such as Support
Vector Machine (SVM) [16], Convolutional Neural Networks (CNN) [17] or de-
cision trees [18]. These classifiers require the point of view of experts. In this
family, there is also the Ensemble of classifiers such as HIVE-COTE (the collec-
tive of transformation-based ensembles) [19]. They combine the results of several
classifiers and are known to have very good classification results, but they often
have very long execution times [20].

Distance based classification uses numerical time series with similarity mea-
sures such as Euclidean distance, DTW (Dynamic Time Warping) similarity
measure [21,22] and generally a One Nearest Neighbor classifier (INN). The
third family concerns model-based approaches such as Hidden Markov Models
(HMM) [23]. These approaches build a model for the time series within a cluster
(class in our case) and classify the new series according to the model that best
characterizes them [24]. The difficulty with these latter approaches is learning
initial states and transition probabilities [25].

Several studies show that a simple 1NN classifier used with an appropriate
similarity measure is more effective and surpasses many sophisticated classifi-
cation approaches [26]. In particular, the Euclidean distance (ED) is reported
as being one of the most used distances for the KNN classifier [27]. The ED
distance is defined by the following equation (1).

DEuc(xa y) =

In another context, the SEA (Shape Exchange Algorithm) [28, 7] and the ISEA
(Improved Shape Exchange Algorithm) [5, 6] have been previously proposed as
competitive similarity measures for time series alignment.
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The aim of this work is to improve the accuracy of the SEA method for time
series classification by proposing a INN-ISEA (1 Nearest Neighbor Improved
Shape Exchange Algorithm) classifier. We will conduct experimental compar-
isons of the INNED, INN-SEA and INN-ISEA classifiers on the universal bench-
mark UCR (University of California at Riverside), universally used to test and
evaluate time series classification and clustering algorithms [29].

The reminder of this paper is organized as follow. In the second section, we
will give an overview of main related works. In the third section, the proposed
method INN-ISEA for the classification of time series is presented and described.
The 4th section is devoted to experimental tests. Finally, Section 5 concludes
this paper and gives perspectives of our research.

2 Related works

2.1 K-Nearest Neighbour Classifieur

Shape Exchange Algorithm The K nearest neighbour (KNN) is considered one
of the top 10 methods in datamining [30]. It usually yields efficient performance
and, in certain cases, its accuracy is greater than state-of the-art classifiers [31].

Training Data B Class 1
® Class2

Fig. 1. llustration of the KNN method: The method classifies the trapezoid in class 1
(square) because it is closer to it. For k = 3, the new example would be placed in class
2(circle) because it has the most nearest neighbors in the K value set.
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The idea behind the KNN approach, introduced by Fix and Hodges [32],
consists in assigning a new element whose label is unknown to the class of which
belongs the majority of the elements which are the closer in the sense of a given
metric. This method, by its simplicity and efficiency, is still very widespread.

In the example illustrated by Fig. 1, we have two classes of elements (blue
squares and red circles), and we try to place a new element (represented by the
brown trapezoid) in one of these classes. We look at the "nearest” neighbors and
vote on what the more recent element is. If we take k = 1, the new example
would be placed in class 1, for k = 3, the new example would be placed in class
2.

2.2 Shape Exchange Algorithm

SEA method is a robust similarity measure. It was proposed by Boucheham
[28] and it was shown to be more appropriate than the famous DTW similarity
measure for the matching of quasi-periodic time series [33]. It is be worth noting
that quasi-periodic time series are concatenations of quasi-similar forms called
periods (Cycles) [28]. The key of this method is the exchange of signatures
(sorted magnitude axes) between the time series to be matched. The rationale
behind this is that the sorting of time series on magnitude confers them a kind
of a robust characteristic signature. More formally, let X and Y be two times
series. The principle of the SEA method is as follows:

1. Sort X and Y according to their magnitude indexes. This operation is per-
formed on both magnitude and temporal indexes in the sense that each
magnitude entry is associated with a temporal entry;

2. Exchange sorted magnitude indexes between X and Y without changing their
temporal indexes which are in disorder. The linear interpolation is used here
to shrink or to expand magnitude indexes to match with the target temporal
indexes in the case where X and Y have unequal lengths;

3. Sort X and Y on their temporal indexes to form the reconstructed versions
of X and Y, namely: XREC and YREC;

4. Compare X with XREC and Y with YREC. For example, using a distance
measure like Euclidean Distance (Eq.1) which is the case in our approach.

3 Proposed method

Our proposed method for the classification of time series is a INN-ISEA classi-
fiers. It combines the I-SEA method with the 1-NN classifier.
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3.1 Improved Shape Exchange Algorithm

Improved Shape Exchange Algorithm (I-SEA) is a similarity measure. It com-
bines the SEA [28] and the DTW [21] methods. It was especially proposed by
Boulnemour et al [5] and [6] for the alignment of quasi-periodic time series and
especially for heartbeats time series provided from the ECG (Electrocardiogram)
records. I-SEA method is described in Fig.2.

Time series X Time series Y
Find the optimal warping path
by the DTW
Matrix contaming the n . .
ampitude and time Matrix -:n_ma]mng 1]1_e
indexes of X new amplitde and time
indexes of ¥
Sort on the amplimde indexes
Matrix confaming the Matrix containing the
signature of X signature of Y
Exchange the amplitudes
between X and Y
Sort on the time indexes for
Reconsruction
Time series X, Time series Y
Alignment evaluation of X with
Xg. and Y with Y,

Fig. 2. Illustrative diagram of the I-SEA method.

Step 1: Finding the optimal warping path by the DTW:
The algorithm DTW is executed to equalize the length of the two time series
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and make the first mapping between them by the replication of certain values
which are close in both time series.

Step 2: Sorting on the amplitude:

The sorting of the stretched time series, on the coordinates of their amplitude
indexes is established to give them a stable signature. The result of this step
is a matrix for each time series containing the sorted amplitudes in ascendant
or descendent order with their equivalents temporal coordinates (not sorted).
In this way, if the time series are similar but phase shifted, they will always
have almost the same trace which rep-resents their signatures. An example of
signatures is illustrated in Fig.3.

r

Fig. 3. Signatures of the time series X and Y established by SEA (a) and I-SEA (b)
methods.

Step 3: Signatures exchange:

This step is divided into two parts. The first one consists in making the exchange
of signatures between both time series. The first time series will receive the
coordinates of amplitudes (signature) of the second time series and vice versa
for the second series. The second part consists in restoring the normal size of the
time series after the exchange of signature which requires that the time series
are of equal length. Thus, the temporal indexes replied in every new series must
be deleted with their equivalent amplitudes. This part does not affect the results
of alignment; it just allows having a clearer visual inspection of the traces.

Step 4: Sorting on the time indexes and alignment:

Signatures represent well the characteristics of the time series but they do not
consider the shifts and the differences of timescales. The sorting of the time series
on the respective temporal indexes allows reconstructing them. Every time series
will then be aligned with its reconstructed time series by using the correlation
and PRD (percent root difference) factors as objective criteria and the visual
inspection as subjective criteria.
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3.2 One-Nearest Neighbor Classifiers Using I-SEA

The proposed 1INN-ISEA classifier combines the I-SEA method with the 1-NN
classifier.the 1-NN classifier was chosen because it does not require any parame-
ters and its relevance depends on the similarity measure used for the comparison.
INN-ISEA classifieris is described in the following algorithm (Fig. 4).

Inputs; P = {P;,P,, ..., Py}: Training Set, Q:TS
Outputs: Class Labelof Q

Begin

bste—oo //initialize the best_so_fardistance

Class Labele—NaN

Fori«—1toNdo

Distance(Q.Pi)«ISEA(Q.Pi)
If (Distance < bsf)
bsf«Distance
Class Label«Class of Pi
Endif
EndFor

Return (Class_Label)
End.

Fig. 4. Time series classification algorithm 1NN-ISEA

4 Experimental Evaluation

The aim of this section is to evaluate the accuracy of our proposed classifier
INN-ISEA with comparison to INN-SEA and 1NN-ED classifiers. The used time
series dataset for the experiments are publically available from the UCR Time
Series Data Archive [29]. Note that the UCR data archive includes real life,
synthetic and generic time series come from different application domains and
provides a time series datasets as a benchmark for testing and evaluating time
series classification algorithms. The UCR contains 85 time series dataset, each
having one standard partition for training and one for testing.

All applications in this study have been performed on an experimental envi-
ronment with the following characteristics: PC Intel (R) Core T™ i3 CPU, 2.40
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Fig. 5. Accuracy comparison of the INN-ED, INN-SEA and 1INN-ISEA classifiers.
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GHz, 4Go of main memory, OS Windows 7 (64 bits) and MATLAB 8 develop-
ment environment. Figure 5 provides scatter plots of the relative accuracies, of
each of the INN-ED, INN-SEA and INN-ISEA classifiers. Each point represents
a different UCR dataset. Fig.5.a shows that INN-ISEA is more accurate than
INN-ED for a large number of datasets.

Precisely, INN-ISEA wins in 48 datasets compared to ED which wins in 37
data-sets with 1 tie. Fig.5.b shows that 1INN-ISEA is largely superior to 1NN-
SEA. Precisely, INN-ISEA wins in 58 datasets compared to INN-SEA which
wins in 27 datasets with 1 tie.

Table 1 illustrates the average error rates of the INN-ED, INN-SEA and
INN-ISEA classifiers. As we can see from table 1, the INN-ISEA classifier has
the lowest error rate followed by thelNN-ED and the INN-SEA classifiers. On
the other hands, we see that INN-ISEA is significantly more accurate than 1NN-
ED and INN-SEA. INN-ISEA wins on 42 datasets followed by INN-ED which
wins on 27 datasets and INN-SEA which wins on 16 datasets. We deduce that,
1INN-ISEA is a good upgrade of the SEA method for time series classification.

Size of testing dataset — Number of T'S correctly classified

(2)

E te =
rrorrate Size of testing dataset

Table 1: Comparison of INN-ED, INN-SEA and 1NN-ISEA classi-
fiers on 85 time series dataset.

Datasets INN-ED|INN-SEA|[INN-I-SEA
50words 0,369 0,729 0,413
Adiac 0,389 0,306 0,319
ArrowHead 0,2 0,308 0,245
Beef 0,333 0,433 0,2
BeetleFly 0,25 0,3 0,1
BirdChicken 0,45 0,15 0,2
Car 0,267 0,416 0,266
CBF 0,148 0,348 0,044
ChlorineConcentration 0,35 0,409 0,196
CinC ECG torso 0,103 0,365 0,125
Coffee 0 0,214 0,071
Computers 0,424 0,328 0,4
Cricket X 0,423 0,482 0,273
Cricket Y 0,433 0,525 0,302
Cricket Z 0,413 0,451 0,369
DiatomSizeReduction 0,065 0,032 0,039
DistalPhalanxOutlineAgeGroup  ]0,218 0,247 0,247
DistalPhalanxOutlineCorrect 0,248 0,253 0,266
DistalPhalanxTW 0,273 0,275 0,32
Earthquakes 0,326 0,267 0,219
ECG200 0,12 0,15 0,16
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ECG5000 0,075 0,081 0,086
ECGFiveDays 0,203 0,066 0,27
ElectricDevices 0,45 0,461 0,125
FaceAll 0,286 0,501 0,35
FaceFour 0,216 0,318 0,204
FacesUCR 0,231 0,395 0,125
FISH 0,217 0,285 0,228
FordA 0,341 0,443 0,351
FordB 0,442 0,446 0,327
Gun_Point 0,087 0,08 0,18
Ham 0,4 0,485 0,543
HandOutlines 0,199 0,251 0,22
Haptics 0,63 0,652 0,503
Herring 0,484 0,453 0,422
InlineSkate 0,658 0,596 0,423
InsectWingbeatSound 0,438 0,858 0,542
ItalyPowerDemand 0,045 0,21 0,072
LargeKitchenAppliances 0,507 0,282 0,195
Lighting2 0,246 0,229 0,278
Lighting7 0,425 0,452 0,41
MALLAT 0,086 0,212 0,016
Meat 0,067 0,066 0,2
Medicallmages 0,316 0,43 0,348
MiddlePhalanxOutlineAgeGroup (0,26 0,257 0,27
MiddlePhalanxOutlineCorrect 0,247 0,333 0,273
MiddlePhalanxTW 0,439 0,426 0,443
MoteStrain 0,121 0,218 0,183
NonlnvasiveFatalECGThorax1 0,171 0,202 0,143
NonlInvasiveFatalECGThorax2 0,12 0,132 0,082
OliveQil 0,133 0,166 0,233
OSULeaf 0,479 0,561 0,413
PhalangesOutlinesCorrect 0,239 0,284 0,142
Phoneme 0,891 0,869 0,503
Plane 0,038 0 0,009
ProximalPhalanxOutlineAgeGroup|0,215 0,234 0,214
ProximalPhalanxOutlineCorrect  |0,192 0,233 0,223
ProximalPhalanxTW 0,292 0,315 0,327
RefrigerationDevices 0,605 0,506 0,518
ScreenType 0,64 0,595 0,422
ShapeletSim 0,461 0,561 0,377
ShapesAll 0,248 0,318 0,117
SmallKitchenAppliances 0,659 0,411 0,134
Sony AIBORobotSurface 0,305 0,286 0,169
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Sony AIBORobotSurfacell 0,141 0,259 0,196
StarLightCurves 0,151 0,31 0,045
Strawberry 0,062 0,06 0,092
SwedishLeaf 0,211 0,276 0,192
Symbols 0,1 0,393 0,129
synthetic_control 0,12 0,616 0,14
ToeSegmentationl 0,32 0,21 0,32
ToeSegmentation2 0,192 0,284 0,146
Trace 0,24 0,08 0,16
Two_Patterns 0,09 0,59 0,007
TwoLeadECG 0,253 (0,077 0,239
uWaveGestureLibrary X 0,261 0,642 0,152
uWaveGestureLibrary_Y 0,338 0,697 0,241
uWaveGestureLibrary_Z 0,35 0,638 0,224
UWaveGestureLibrary All 0,052 0,717 0,072
Wafer 0,005 0,019 0,048
Wine 0,389 (0,444 0,5
WordsSynonyms 0,382 0,753 0,326
Worms 0,635 0,629 0,392
WormsTwoClass 0,414 0,464 0,215
Yoga 0,17 0,214 0,16
Average 0,288 10,355 0,239
Wins 27 16 42

5 Conclusion

In this paper, we proposed a 1NN classification method based on our ISEA time
series alignment technique. We compared the so-obtained 1NN-ISEA classifier
with the widely used Euclidian distance based 1NN and the INN-SEA classifiers.
Results of experiments performed on the UCR universal time series classification
benchmark that includes recorded time series from different fields of application
show that the proposed INN-ISEA technique is a promising method for time
series classification. As a perspective we will compare our method with more
recent works of the state of the art.
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