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 ABSTRACT 

 

In applications requiring high precision calculations, floating point number representation is preferred instead of 
fixed point number representation system. The main reason is that floating point number representation can 
express numbers in a much wider range. Since the design of floating point arithmetic processing units is a difficult 
process, the use of floating point units provided by FPGA design companies (such as Xilinx, Intel) can be preferred 
for arithmetic operations involving floating point in an algorithm design process on an FPGA. In case the use of IPs 
offered by FPGA manufacturers is preferred, the area usage and maximum frequency parameters of these IPs are 
not predicted before design. This situation raises the need to obtain floating point units that give the maximum 
frequency with the minimum area, especially when there is a requirement to maximize the output of the system. 
However, it is necessary to wait for minutes depending on the computing power in order to obtain the frequency 
and occupied area for a simple floating point unit even with a fixed latency setting. In this study, in case the output 
of a system needs to be maximum, a methodology is given to predict the highest performing floating point units 
before synthesizing them. It has been shown that the correct FPU selection can be made before the design process 
with the proposed batch synthesis tool and artificial neural network approach. 

 Keywords:  FPGA, FPU, Estimation, Neural Network, Throughput 

 ÖZET 

 

Yüksek hassasiyet ile hesaplama yapılması gereken uygulamalarda fixed point sayı gösterim sistemi yerine floating 
point sayı gösterimi tercih edilmektedir. Bunun başlıca nedeni floating point sayı gösteriminin çok daha geniş 
aralıkta sayıları ifade edebiliyor olmasıdır. Floating point aritmetik işlem ünitelerinin tasarımı zor bir süreç 
olduğundan ötürü, FPGA üzerinde bir algoritma tasarım sürecinde floating point içeren aritmetik işlemler için, FPGA 
tasarım firmalarının (Xilinx, Intel gibi) sağladığı floating point ünitelerin kullanımı tercih edilebilmektedir. FPGA 
üretici firmalarının sunmuş olduğu IP’lerin kullanımı tercih edildiği durumda ise bu IP’lerin alan kullanımı, 
çıkabilecekleri maksimum frekans parametrelerinin tasarımdan önce tahmin edilmemesidir. Bu durum özellikle 
sistemin çıktısını maksimum olacak şekilde bir gereksinim olduğunda, minimum alan ile maksimum frekansı veren 
floating point ünitelerinin elde edilme ihtiyacını doğurmaktadır. Ancak en basit bir floating point ünitesinin sabit 
bir gecikme değeri ile bile ne kadar alan kaplayacağı ve çıkabileceği frekans değerini elde etmek için işlem gücüne 
bağlı olarak dakikalarca beklemek gerekmektedir. Bu çalışmada, bir sistemin çıktısının maksimum olma ihtiyacı 
durumunda, floating point ünitelerinin en yüksek performanslı olanlarını daha sentez yapmadan öngörecek bir 
metodoloji verilmektedir. Bahsedilen toplu sentez aracı ve yapay sinir ağları yaklaşımı ile doğru FPU seçiminin 
tasarıma başlanmadan yapılabildiği gösterilmiştir.  

 Anahtar Kelimeler:  FPGA, FPU, Yapay Sinir Ağları, Tahmin Etme, Veri Çıktısı 

   

   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  

1. INTRODUCTION 

Nowadays, FPGA designers grapple with high performance requirements in almost every 
FPGA design process. These requirements often greatly increase the development time of 
the design. If the algorithm to be designed includes a floating point operation, there are two 
ways to develop this operation on FPGA. The first way is to develop your own custom 
solution for the relevant floating point operation. The other option is to prefer to use IP 
based Floating Point Units, which are provided by FPGA companies. Since the design process 
of floating point units is very challenging, designers often turn to IP-based solutions. 
However, in cases where maximum performance is expected as a design goal; For example, 
when the highest FPS value obtainable in a video processing application is desired; Ready-
made IP-based solutions have one drawback. FPU IPs of the two most prominent companies 
in the market, Xilinx and Intel, are produced according to the latency parameter. Choosing 
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too little or too much latency affects the performance of the design it will produce. This 
performance can be evaluated as minimum area and maximum frequency. At this point, it 
may be necessary to do thousands of syntheses with different latency values to determine 
the optimum point. This means a time requirement of days or even months for 
development. The time elapsed when the design is made without this approach has been 
examined in various publications (Ugurdag, 2013), (Levent, 2020), (Levent, 2018). 

There are studies in the literature to predict resource use before starting design 
(Schumacher, 2018), (Bjureus, 2002), (Degalahal, 2005), (Milder, 2006), (Shi, 2004). The 
main purpose of these studies is to inform the designer about the design that will emerge 
before starting the design. This information is very useful for making design decisions ahead 
of time. 

In order to reduce development time while maximizing performance, a methodology is 
given with the batch synthesis approach and modeling approach with artificial neural 
networks. With this approach, the determination of the point where the design will give its 
maximum performance can be reduced to seconds. To test this methodology, Arria 10 
FPGAs, which Intel has released as the last generation (Intel, 2021), have been used and it 
has been shown that the methodology can dramatically reduce the development time.  

2. BATCH SYTHESIS METHODOLOGY 

The main aim of the study is to provide approaches for estimating the area and frequency 
values of FPU units without repetitive synthesis each time. The main purpose in batch 
synthesis methodology is to automate the acquisition of the Floating Point Units synthesis 
results of the target FPGA family.  

The following steps are made to automate this process.  

1. A project is created for the selected floating point unit of the FPGA manufacturer 
used. 

2. Project copies are produced with different values from 1 to 30 of the latecy values 
of the FPU in this project. 

3. Synthesising by creating parallel threads according to the CPU core on the server. 

4. The area and frequency results are obtained from the reports provided by the 
FPGA manufacturer synthesis tool (e.g. Xilinx Vivado). 

 

Figure 1 shows the batch synthesis methodology. 

Figure 1. Batch Syntehsis Methodolgy   
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3. NEURAL NETWORK BASED ESTIMATION 

Artificial Neural Networks (ANNs), inspired by the information processing method in the 
brain, form a network with layers and the neurons within these layers. With the numerical 
values assigned to the neurons and the transfer functions at the outputs of the layers, 
calculations are made within the system and the result is obtained from the output layer.  

During the training, the effect on the result is examined by changing the values of the 
neurons with predetermined neuron, layer numbers and transfer functions. The goal is to 
minimize the error between what should happen in each cycle and the calculated value. 

In this study, synthesis results produced by batch syntesis tool in Matlab environment were 
modeled by artificial neural networks method.  

Approximately 30 reports were obtained for each FPU. 70% of the reports obtained from 
the synthesis tools were used for training and 30% for testing. 

Figure 2 gives an example for artificial neural networks used in the Matlab environment. 

Figure 2. Batch Syntehsis Methodolgy   

  

4. A USE CASE ON ARRIA 10 FPGAS 

Under this heading, an example is given that the FPU analysis of the new generation FPGAs 
released by Intel can be done with the methodologies mentioned in the article. Synthesis 
results of Arria 10 FPGAs will be given in subtitles. 

Arria 10 FPGAs are developed with 20nm manufacturing technology. It offers low power 
consumption and high performance. General features of Arria 10 GX 1150 FPGA are given 
below. 

• Input/Output Pins: 600 

• Registes: 1708800 

• Manufacturing Technology 20nm 

• RAM Bits 54260 

• Logic Cells 1150000 

• Fixed-Point Multipliers 3036 (18x19) 

• Embedded Floating-Point Units 1518 

It works with a structure that other companies have not yet done. Altera has embedded 
addition and multiplication units that perform floating-point processing in FPGA. It has the 
capability of processing at gigaherz levels in addition and multiplication operations. 
Although there are no embedded units in other arithmetic operations, it is possible to reach 
+800 MHz speeds with deep pipeline structures, as the FPGA is produced with the 20nm 
standard. 



FBU-DAE 2021  LEVENT 
1 (1) : 54-68   Neural Network Based Performance Estimation Methodology of FPGA FPU 

IP’s for the Designs with High Performance Requirements 

57 

  

4.1 Floating-Point Unit Analysis 

More floating-point processing units are supported in Arria 10 compared to previous 
generation FPGAs. These are given in Table 1. 

Table 1. Supported Floating Point Units   

 

  

FPUs embedded in Arria 10 can be used for addition, subtraction and addition / subtraction 
units in arithmetic operations. Embedded FPUs have the advantage of having an embedded 
circuit for the associated operation. Therefore, it can operate at high frequencies. The 
analysis of the FPUs used in the project will be given in the subtitles. 

4.1.1 FPU Adder Unit 

The adder unit can be used in two ways. The first is to use embedded FPUs and the other 
method is to create using LUTs. 

The embedded FPU is used by feeding data to the FPU's input register and taking it after 3 
cycles. Relevant values are given in Table 2. 

Table 2. Adder Embedded FPU Area-
Frequency Specs   
 

 The internal structure of the embedded FPU is given in Figure 3. 

Figure 3. Arria 10 Embedded FPUs 
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Table 3. LUT Based Adder FPU Synthesis 
Results 

Figure 4. (a) Adder FPU, ALM, Frequency, 
Register and Area-Time Products Specs  

When the adder unit is created using LUTs, the performance varies according to the 
selected delay. In order to select the most efficient FPU, a metric called Area-Time product 
was created. The number of ALM is calculated as * (1 / Freq) (Area-Time Product metric 
used in other titles is calculated in the same way). The smallest value is the best result. 
The best result is shown in green. Results are given in Table 3. 

Figure 4 shows the performance effect graphs of the Collector FPU according to the delay. 
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Table 4. Addition / Subtraction Embedded 
FPU Field-Speed Values 

Table 5. Addition / Subtraction FPU Results 
Made with LUTs 

Figure 5. (a) Addition / Subtraction FPU, 
ALM, Frequency, Register and Area-Time 
Products Specs  

4.1.2 FPU Adder/Subtractor Unit 

The area and frequency results used by the addition / subtractor of the FPU with embedded 
FPUs are given in Table 4. The internal structure of the embedded FPU is as in Figure 3 given 
in the adder section.  

Performance values when Addition / Subtraction FPU is made using LUTs are given in Table 
5 according to the delay. The lowest Area-Time Multiplication value is shown in green. 
Figure 5 shows the performance effect graphs of the Addition / Subtraction FPU according 
to the delay. 
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Table 6. Multiply Embedded FPU Area-
Frequency Specs 

Table 7. LUT Based Multiply FPU Area-
Frequency Specs 

Figure 6. (a)  Multiply FPU, ALM, Frequency, 
Register and Area-Time Products Specs  

4.1.3 FPU Multipy Unit 

The area and frequency results of the embedded multiplication FPUs are given in Table 6. 
The internal structure of the embedded FPU is as in Figure 3 given in the adder section. 

Performance values of the multiplication FPU using LUTs are given in Table 7 according to 
the delay. The lowest Area-Time Multiplication value is shown in green. 

Figure 6 shows the performance effect graphs of the Multiplication FPU according to the 
delay. 
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Table 8. Division FPU Area-Frequency Specs  

Figure 7. (a) Division FPU, ALM, Frequency, 
Register and Area-Time Products Specs  

4.1.4 FPU Division Unit 

Embedded FPUs cannot be used in division. In addition to ALM and registers, Block RAM 
and Fixed point processing units are also used. Area performance results are given in Table 
8. The line marked with green indicates the highest efficiency FPU. 

Figure 7 shows the performance effect graphs of the Partition FPU according to the delay. 
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Table 9. FPU Absolute Value Performance 
Specs 

 

 

Table 10. Square Root FPU Area - Frequency 
Specs 

Figure 8. Square Root FPU, ALM, Frequency, 
Register and Area-Time Products Specs  

4.1.5 FPU Absolute Value Unit 

Absolute value FPU has only one option. In Table 9, area-frequency values are given. 

4.1.6 FPU Square Root Unit 

Embedded FPUs cannot be used in square root operations. In addition to ALM and registers, 
Block RAM and Fixed point processing units are also used. Area performance results are 
given in Table 10. The line marked with green indicates the highest efficiency FPU. 

Figure 8 shows the performance effect graphs of the Square Root FPU according to the 
latency. 
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Table 11. Comparator FPU Area - Frequency 
Specs 

Figure 9. Comparator FPU, ALM, Frequency, 
Register and Area-Time Products Specs  

4.1.7 FPU Comparator Unit 

Area-performance results are given in Table 11.  

The line marked with green indicates the highest efficiency FPU. Figure 9 shows the 
performance effect graphs of the Comparator FPU according to the delay. 
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Table 12. LUT Based Converter Unit Specs 

Figure 10. Float-Fixed FPU, ALM, Frequency, 
Register and Area-Time Products Specs  

4.1.8 FPU-Fixed Converter Units 

Some of the designs require a transformation process for data exchange between units that 
operate in floating point and some of them with fixed point operation. In this context, the 
examination of conversion IPs from float to fixed pointe and vice versa, offered by Altera, 
are given in sub-headings. 

4.1.8.1 Float – Fixed Conversion 

Area performance results are given in Table 12. The line marked with green indicates the 
highest efficiency IP. 

Figure 10 shows the performance effect graphs of the Float-Fixed Converter IP according 
to the delay. 
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Table 13. LUT Based Fixed Float Converter 
Unit Specs 

Figure 11. Fixed-Float FPU, ALM, Frequency, 
Register and Area-Time Products Specs  

4.1.8.2 Fixed Float Converter Unit 

Area performance results are given in Table 13. The line marked with green indicates the 
highest efficiency IP.  

Figure 11 shows the performance effect graphs of the Fixed-Float Converter IP according 
to the latency. 

 

 

 

                



FBU-DAE 2021  LEVENT 
1 (1) : 54-68   Neural Network Based Performance Estimation Methodology of FPGA FPU 

IP’s for the Designs with High Performance Requirements 

66 

 

Table 14. Fixed Point Adder Area – 
Frequency Specs  

 

 

Table 15. Fixed Point DSP Multiplication 
Area – Frequency  Values 

Figure 12. Fixed Point Multiply  DSP, ALM, 
Frequency, Register and Area-Time Products 
Specs 

 

4.2 Fixed-Point Unit Analysis 

Fixed point arithmetic calculation units are addition and multiplication operations. Details 
of the relevant units are given in the subtitles.  

4.2.1 Fixed-Point Adder Unit 

There is no IP provided by Intel for fixed point addition. When synthesizing hardware that 
adds 2 numbers with 32 bits, the results are given in Table 14. 

4.2.2 Fixed-Point Multiply Unit 

There is an IP provided by Intel for fixed point multiplication. It is possible to synthesize 
using fixed point DSP or not.  

When the synthesis is done using Fixed Point DSPs, the results in Table 15 are obtained. 
Figure 12 shows the performance effect graphs of Fixed Point Multiplication (with DSP) IP 
according to the delay. 
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Table 16. Fixed Point Multiply without  DSP 
Area Frequency Specs 

Figure 13. Fixed Point Multiply without  DSP, 
ALM, Frequency, Register and Area-Time 
Products Specs  

When the fixed point multiplication operation is synthesized without using DSP, the values 
in Table 16 are taken. 

Figure 13 shows the performance effect graphs of Fixed Point Multiplication (without DSP) 
IP according to latency. 
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5. RESULTS 

In this study, an FPU selection methodology is given for FPGA designs which contains 
floating point operations for the cases where the target is the highest performance. In the 
FPU selection process, the parameters of the IPs provided by the FPGA manufacturer are 
determined, while satisfying  the minimum area and providing the maximum frequency. 

FPUs with the given methodology; the optimum FPU selection process, which can take days 
or even months, can be reduced to seconds. These techniques have been tested on Arria 10 
FPGA, which is a new generation FPGA family of Intel, which is given as an use case. With 
the backpropagation artificial neural network technique used, the detection rate of the 
optimum FPU was measured as 93%. 

This methodology can also be applied in other FPGA families. It is especially useful for 
revealing the characteristics of FPGAs that have been newly released, not much work has 
been done on it and produced with new production technologies. 
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