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Abstract— Research studies are carried out in many 

areas of science to cope with the impacts of the COVID-19 crisis 

in the world. Machine learning can be used for purposes such as 

understanding, addressing, fighting, and preventing - 

controlling COVID-19. In this research, the presence of 

COVID-19 has been predicted using K Nearest Neighbor, 

Support Vector Machines, Logistic Regression, and Multilayer 

Perceptual Neural Networks machine learning and Gated 

Recurrent Unit (GRU) and Long Short-Term Memory deep 

learning algorithms. A publicly available dataset that includes 

various features (i.e. wearing masks, abroad travel, contact with 

the COVID patient) and symptoms (i.e. breathing problems, 

fever, and dry cough) is used for the COVID-19 diagnosis 

prediction. The learning algorithms have been compared 

according to the evaluation metrics. The experimental results 

have been shown that GRU deep learning algorithm is more 

reliable with a prediction accuracy of 98.65% and a loss/mean 

squared error of 0.0126. 

Keywords— COVID-19, deep learning, symptom, machine 

learning, prediction 

I. INTRODUCTION 

COrona VIrus Disease 2019 (COVID-19) epidemic 

caused by SARS-CoV-2 still brings many problems globally. 

This epidemic, which emerged in Wuhan, Hubei Province of 

China in 2019 December, has spread worldwide rapidly. A 

novel coronavirus, whose symptoms may include dry cough, 

fever, and anosmia, was identified on 7 January 2020 [1, 2]. 

The World Health Organization (WHO) announced a 

pandemic on 11 March 2020 [3]. In October 2020, the total 

number of patients exceeded 39,500,000 [4]. According to 

WHO [5], as of 7 January 2022, a total of 298,915,721 

COVID-19 cases and 5,469,303 COVID-19 deaths were 

announced globally, while the number of COVID-19 cases in 

the last 7 days was 13,307,762 and the number of COVID-19 

deaths was 40,868. This pandemic emphasizes the ability of 

viral spread from animals to cause significant disease in 

humans [6]. 

Machine learning, a subfield of artificial intelligence, is 

a method that enables machines to produce new solutions 

based on previous solutions [7]. Machine learning can play an 

important role in research and predictions of COVID-19 or 

other diseases. It can be used to analyze, evaluate and triage 

COVID-19 cases by integrating into health provider programs 

and strategies [8]. Machine learning based 

applications/platforms show a huge potential for accelerating 

COVID-19 diagnosis and treatment [8-10]. It can be 

interpreted that the machine learning methods will be useful 

in improving the diagnostic accuracy by using it together with 

Polymerase Chain Reaction (PCR) test or other tests [11]. 

Prediction of diagnosis according to symptoms in pandemics 

is of great importance in terms of both initiating treatments 

with early diagnosis and creating highly accurate alternatives 

that can alleviate the workload of healthcare professionals. 

In the literature, many studies are aiming to obtain 

faster and more accurate results for COVID-19 diagnosis, 

including machine learning and deep learning based on 

artificial intelligence principles [12-14]. In addition, 

Computed Tomography and X-ray medical images are used to 

accurately segment infected parts with artificial intelligence to 

increase the efficiency of COVID-19 diagnosis [15, 16]. In 

[8], it is aimed to figure out the role of machine learning 

algorithms in different studies dealing with COVID-19. 

Supervised learning algorithms have presented better results 

with 92.9% test accuracy compared to unsupervised learning 

algorithms. Reference [17] have studied on COVID-19 dataset 

and developed a model utilizing the Support Vector Machine 

(SVM) to estimate patients as COVID or not. An accuracy of 

87% has been achieved in estimating 3 cases: not infected, 

mildly infected, and severely infected.  In [18], Prophet, 

Random Forest, AutoRegressive Integrated Moving Average 

(ARIMA), Polynomial Regression, and Linear Regression 

models have been built up to detect COVID-19 confirmed 

cases in the USA using machine learning algorithms and 

Polynomial Regression has outweighed the other algorithms 

by giving the best estimates. Reference [19] has created a 

model for the future COVID-19 forecast of 7 countries 

(including Turkey) considering the number of cases. In 

addition to classical forecasting methods, machine learning 

methods have been implemented to a COVID-19 dataset and 

Facebook’s Prophet method has given the lowest forecasting 

error for all countries. Various supervised machine learning 

algorithms have been applied to estimate COVID-19 in [20] 

worked on a COVID-19 dataset. The algorithms’ performance 

has been evaluated using 10-fold cross validation, and after 

comparing all experiments, the highest accuracy rate has been 

obtained by SVM with 98.81%. Reference [21] have applied 

Naïve Bayes, Logistic Regression (LR), SVM, Decision Tree, 

and K Nearest Neighbors (KNN) machine learning algorithms 

for the determination of COVID-19 patients and have studied 

on a worldwide accessible dataset. In this prediction study 

based on their symptoms, Naïve Bayes and Decision Tree 

having an accuracy of 93.70% present the best performance. 

Reference [22] has proposed forecast models including Long 

Short - Term Memory (LSTM), bidirectional LSTM, ARIMA, 

and support vector regression for COVID-19 prediction. 

Bidirectional LSTM outperforms better for pandemic 
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prediction in planning and management in the public health 

system. Recent studies on the detection of COVID-19 are 

summarized in Table I. 

In the study on human infection caused by 2019 novel 

coronavirus (2019-nCoV) [27], treatment and clinical 

features, and epidemiological, radiological, and laboratory 

characteristics of the 2019-nCoV infected patients have been 

reported. To clarify the clinical and epidemiological 

characteristics of 2019-nCoV, [28] also analyzed 

demographic, epidemiological, radiological, and clinical 

features and laboratory data of coronavirus patients. A patient 

with no history of diabetes, hepatitis, or tuberculosis is studied 

in [6]. This patient was admitted to the hospital 6 days after 

the onset of coronavirus disease and reported fever, dizziness, 

cough, and serious respiratory syndrome at presentation. The 

dataset used in [4] includes 8 basic features: demographic 

information (gender and age 60+), clinical symptoms (cough, 

fever, sore throat, shortness of breath, headache), and known 

contact with a confirmed COVID patient.  

TABLE I. SUMMARY OF LITERATURE REVIEW ON COVID-19 DETECTION 
Reference Month - Year Dataset Description Methods Results 

[4] January 2021 Records from 

tested 

individuals 

Prediction of COVID-19 

diagnosis based on symptoms 

Gradient Boosting 0.90area under a receiver 

operating characteristic 

(AUROC),  

0.66 are under precision-

recall curve (AUPRC)  

[13] February 2022 Laboratory blood 

tests 

A novel Deep Neural Network 

(DNN) modelfor early 

COVID-19 diagnosis 

LR, KNN, Decision Tree, Extremely 

Randomized Trees, SVM, Naïve 

Bayes, Random Forest, XGBoost, 

LSTM, DNN, Recurrent Neural 

Network (RNN), and Convolutional 

Neural network (CNN) 

The proposed DNN 

model achieved an 

accuracy of 93.33%. 

[14] January 2022 RT-PCRvirology 

test results 

A deep learning model to 

improve COVID-19 

diagnostic performance 

LSTM The model exceeded a 

sensitivity of 90% 

[15] October 2021 X-ray and CT-

scan medical 

images 

Deep learning methods applied 

to medical images for COVID-

19 detection 

CNN models, VGG16, 

DenseNet121, ResNet50, 

ResNet152, and Fast.AI ResNet 

High accuracy of 99% 

[17] May 2021 Extracted 

critical 

symptoms 

Detection of COVID-19 from 

the symptoms 

SVM An accuracy of 87% 

[18] January 2021 Confirmed cases Prediction of COVID-19 cases Random Forest, Polynomial 

Regression, Linear Regression,  

Prophet, and ARIMA 

A mean absolute error 

(MAE) of 1.86% 

[19] May 2020 Confirmed cases 

from 7 countries 

Prediction of possible 

confirmed cases and mortality 

numbers 

SVM, Holt-Winters, Prophet, and 

LSTM 

The prophet model 

presented the lowest 

RMSE for all countries. 

[20] May 2021 Possible factors Detection of  

COVID-19 presence 

SVM, KNN, J48 Decision Tree, 

Random Forest, and Naïve Bayes 

An accuracy of 98.81%  

[21] May 2021 Patient 

recordscontainin

g symptoms and 

actual results 

Determination of COVID-19 

patients among various age 

groups 

SVM, KNN, Decision Tree, LR, and 

Naïve Bayes 

An accuracy of 93.70% 

[22] August 2020 Confirmed and 

recovered cases 

Prediction for COVID-19 LSTM, GRU, and Bidirectional-

LSTM 

MAE value of 0.007 and 

R2 value of 0.9997 

[23] July 2020 Laboratory 

findings 

Clinical predictive modelsto 

estimate 

COVID-19 infection 

Artificial Neural Network (ANN), 

CNN, RNN, LSTM, SNNLLSTM, 

and CNNRNN  

Deep learning models 

have an accuracy of over 

84%. 

[24] January 2020 Clinical features Prediction of COVID-19 

mortality 

MLPNN, KNN, J48 Decision Tree, 

Random Forest, Naïve Bayes, LR, 

and XGBoost 

An accuracy of 95.03% 

[25] October 2020 Multiple 

features of 

patients 

Prediction of COVID-19 risk LR An accuracy of 92%. 

[26] December 

2021 

Clinical 

symptoms 

Symptom based prediction 

model for diagnosis of 

COVID-19 in children 

Random forest, LR, MLP, SVM, 

Boosted Trees 

Area under ROC of 0.65 

This study - Symptoms and 

various features 

Prediction of  

COVID-19 presence 

KNN, SVM, LR, MLPNN, GRU and 

LSTM 

Prediction accuracy of 

98.65%, AUROC of 

0.989 and AUPRC of 

0.998 with 95% 

confidence interval (CI) 
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This research aims to analyze and estimate the COVID-19 

presence based on the symptoms & features. For this purpose, 

KNN, LR, SVM, Multilayer Perceptron Neural Network 

(MLPNN) machine learning algorithms, and LSTM and 

Gated Recurrent Unit (GRU) deep learning algorithms have 

been used. GRU has been announced to be an appropriate 

algorithm for COVID-19 diagnosis prediction due to its better 

accuracy. The following section details the COVID-19 dataset 

used in the research. Section III provides the information 

about the preparation of the study and briefly explains the used 

algorithms and evaluation metrics. In Section IV, the 

experimental results are given and evaluated. The final section 

concludes and provides suggestions for future study. 

II. COVID-19 DATASET 

In this study, it is used a publicly available dataset entitled 

“Symptoms and COVID Presence” from Kaggle [29]. The 

dataset is updated on 2020-08-18. It covers data between 

2020-04-17 and 2020-08-29. It contains 20 features that 

indicate the presence of various symptoms and 1 class feature 

(the person has COVID or not). The total number of examples 

in the dataset is 5434, the number of COVID patients is 4383 

(80.7%), and the number of healthy people is 1051 (19.3%), 

as shown in Fig. I. The presence of COVID in potential 

patients is indicated as “Yes” or “No”. 

 

FIG. I. THE PRESENCE OF THE COVID-19 

Different people are affected by COVID-19 in various 
ways. Infected patients develop various levels of symptoms. 
In addition to several symptoms of COVID-19 infection such 
as shortness of breath, fever, and dry cough, some infected 
people have experienced fatigue, anosmia (loss of taste or 
smell), and muscle aches [30]. The correlation between each 
feature/symptom and coronavirus disease has been computed 
and the obtained correlation coefficients have been listed in 
Table II. In addition, the number and rates of COVID-19 
positive and negative cases are given according to the status 
of each feature/symptom. 

TABLE II. THE BASIC STATISTICS OF THE COVID-19 DATASET 
Feature & Symptom Correlation 

Coefficient 

Status Total 

(n=5,434) 

COVID-19 Positive 

(n=4,383) 

COVID-19 Negative 

(n=1,051)  

n % n % n % 

Breathing problem 0.444 Yes 3,620 66.6 3,369 76.9 251 23.9 

No 1,814 33.4 1,014 23.1 800 76.1 

Fever 0.353 Yes 4,273 78.6 3,757 85.7 516 49.1 

No 1,161 21.4 626 14.3 535 50.9 

Dry cough 0.464 Yes 4,307 79.3 3,878 88.5 429 40.8 

No 1,127 20.7 505 11.5 622 59.2 

Sore throat   0.503 Yes 3,953 72.7 3,669 83.7 284 27 

No 1,481 27.3 714 16.3 767 73 

Running nose -0.006 Yes 2,952 54.3 2,375 54.2 577 54.9 

No 2,482 45.7 2,008 45.8 474 45.1 

Asthma 0.09 Yes 2,514 46.3 2,124 48.5 390 37.1 

No 2,920 53.7 2,259 51,5 661 62.9 

Chronic lung disease   -0.057 Yes 2,565 47.2 2,008 45.8 557 53 

No 2,869 52.8 2,375 54.1 494 47 

Headache -0.028 Yes 2,736 50.3 2,177 49.7 559 53.2 

No 2,698 49.7 2,206 50.3 492 46.8 

Heart disease 0.027 Yes 2,523 46.4 2,064 47.1 459 43.7 

No 2,911 53.6 2,319 52.9 592 56.3 

Diabetes   0.041 Yes 2,588 47.6 2,131 48.6 457 43.5 

No 2,846 52.4 2,252 51.4 594 56.5 

Hypertension 0.103 Yes 2,663 49 2,258 51.5 405 38.5 

No 2,771 51 2,125 48.5 646 61.5 

Fatigue   -0.044 Yes 2,821 51.9 2,228 50.8 593 56.4 

No 2,613 48.1 2,155 49.2 458 43.6 

Gastrointestinal    -0.003 Yes 2,551 46.9 2,054 46.9 497 47.3 

No 2,883 53.1 2,329 53.1 554 52.7 

Abroad travel 0.444 Yes 2,451 45.1 2,451 55.9 0 0 

No 2,983 54.9 1,932 44.1 1,051 100 

Contact with COVID patient 0.357 Yes 2,726 50.2 2,582 58.9 144 13.7 

No 2,708 49.8 1,801 41.1 907 86.3 

Attended large gathering 0.39 Yes 2,510 46.2 2,442 55.7 68 6.5 

No 2,924 53.8 1,941 44.3 983 93.5 

Visited public exposed places 0.12 Yes 2,820 51.9 2,403 54.8 417 39.7 

No 2,614 48.1 1,980 45.2 634 60.3 

Family working in public 

exposed places 

0.16 Yes 2,262 41.6 1,994 45.5 268 25.5 

No 3,172 58.4 2,389 54.5 783 74.5 

Wearing masks - Yes 0 0 0 0 0 0 

No 5,434 100 4,383 100 1,051 100 

Sanitization from market - Yes 0 0 0 0 0 0 

No 5,434 100 4,383 100 1,051 100 
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According to Table II, there is a strong positive 

relationship between COVID-19 presence and sore throat, dry 

cough, and breathing problems. A sore throat was observed in 

83.7% of those infected with the coronavirus. 88.5% and 

85.7% of patients with COVID-19 have dry cough and fever 

complaints, respectively. The percentage of infections in 

people who have had close contact with COVID-19 patients 

is 94.71%. People who have recently traveled abroad and 

about 80.7% of people not wearing masks are infected. 

III. METHODS 

This research presents machine learning / deep learning 

based models to detect COVID-19 diagnosis. The deep 

learning and machine learning algorithms involved in the 

research have been built with Python programming language 

and the Google Colab platform (a free online cloud-based 

product from Google Research) has been selected to execute 

the algorithms. Popular Python libraries such as NumPy, 

Pandas, Keras, Scikit-Learn, and Matplotlib have been used to 

develop the models. KNN, LR, SVM, and MLPNN 

supervised machine learning algorithms, and LSTM and GRU 

deep learning algorithms have been selected for this study to 

construct the prediction model. The models have been trained 

on the training dataset using the learning algorithms and then 

the trained models have been tested with the testing dataset. 

The architecture of the proposed prediction model is 

illustrated in Fig. II. 

 

FIG. II. GRAPHICAL REPRESENTATION OF THE COVID-19 

PREDICTION MODEL 

KNN is the oldest classification algorithm and has some 

advantages simplicity in terms of complexity and quick 

calculation time [31]. The number of neighbors, k is a 

hyperparameter for building the prediction model in KNN. 

SVM is one of the widely preferred machine learning 

algorithms for classification or prediction problems. It uses the 

maximum margin concept and converts low-dimensional 

input space to higher dimensional space to create separable 

classes, depending on kernel functions [17]. MLPNN is a 

feed-forward neural network model using a backpropagation 

algorithm for training [32]. It consists of input, hidden (at 

least), and output layers and aims to minimize the difference 

between the target (desired output) and the output of the 

network [33]. LR, despite its name, is a linear model for 

predicting classes rather than regression. It is also a commonly 

studied simple machine learning algorithm for binary 

classification. It describes the relationship between at least one 

independent variable and a categorical dependent variable 

[25]. Recurrent Neural Networks (RNNs) are an extension of 

feedforward neural networks. LSTM and GRU networks are 

popular RNN architectures. LSTM is structurally composed 

of 3 main gates, namely forget gate, input gate, and output gate 

[22]. It takes into account crucial lessons acquired from 

previous experiences [19], unlike conventional neural 

networks. GRU is a gating mechanism in RNN and is less 

complex than LSTM. GRU has reset gate and update gate 

(combination of input gate and forget gate) [34].  

Various metrics have been used to describe and evaluate 

the performance of each algorithm. Confusion matrix is often 

used to describe and illustrate the performance of the 

prediction/classification methods. As shown in Table III, it 

presents a summary table about the number of incorrect and 

correct predictions. True Negative (TN) and True Positive 

(TP) are the total numbers of correctly predicted negative and 

positive examples, respectively. False Negative (FN) and 

False Positive (FP) are incorrect predictions. False Negative 

(FN) and False Positive (FP) are the total numbers of 

incorrectly predicted positive and negative examples, 

respectively. 

TABLE III. THE STRUCTURE OF THE CONFUSION MATRIX 

Class  Predicted 

Negative Positive 

Actual Negative  TN FP 

Positive FN TP 

Accuracy, a common evaluation metric, is the ratio of 
accurate predictions (TP and TN) over all (correctly and 
incorrectly) predictions. As can be seen in (1), it is computed 
depending on the confusion matrix. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
                      (1) 

Precision, recall, and F1-score performance metrics have 

been also used to determine the algorithm(s) making the most 

accurate predictions and can be defined by (2), (3), and (4), 

respectively. Precision is the ratio of correct positive 

predictions to all positive predictions. Recall is the ratio of 

positive predictions to the total positive examples. F1-score 

measures the harmony and the balance of precision and recall 

metrics. 

Precision =
𝑇𝑃

𝑇𝑃+𝐹𝑃
                               (2) 

Recall =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                   (3) 

F1 − score =
2×𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+ 𝑅𝑒𝑐𝑎𝑙𝑙
                    (4) 

Mean Square Error (MSE) has been used as a loss function 

for computing the loss between the real values and 

predictions. It is defined by (5). 

𝑀𝑆𝐸 =
1

𝑛
∑ (𝑡𝑖 − 𝑦𝑖)2                         𝑛

𝑖=1 (5) 

wheren is the total number of examples in the dataset and i is 

the index (i = 1, 2, 3, …, n). tiis the target (actual, desired) 

output value, and yi is the predicted output using the learning 

algorithm for i. example. Explanatory coefficient R2 is 

computed by (6) and tort is the average of the target output 

values. 
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R2 = 1 −
∑ (𝑡𝑖−𝑦𝑖)2𝑛

𝑖=1

∑ (𝑡𝑖−𝑡𝑜𝑟𝑡)2𝑛
𝑖=1

                         (6) 

The dataset has been divided into two subsets (85% - 

15%): a training dataset and a testing dataset. There are 5,434 

examples in the dataset, the training dataset includes examples 

of 4,618 (3,716 COVID and 902 healthy) and the testing 

dataset examples of 816 (667 COVID and 149 healthy). Then 

the dataset has been passed on to the learning algorithms. 

IV. RESULTS AND DISCUSSION 

The development of all the models has been performed 

under the Google Colab environment. In order to decide the 

optimal value of k in KNN, error rates have been calculated 

for all k neighbor numbers between 1 and 40, and the k value 

corresponding to the lowest error rate has been determined as 

3. Euclidean distance is used as the distance function in KNN. 

As a result of experiments, the polynomial kernel is selected 

as the kernel function in SVM. Different neural network 

models (i.e., a maximum number of hidden layers/neurons and 

epochs, activation function) have been designed to determine 

the best network structure. After extensive experiments, the 

number of hidden layers is 2 and the numbers of hidden 

neurons are 64 and 32, respectively. The rectified linear unit 

(relu) activation function has been utilized for the hidden 

layers in MLPNN. The learning rate for weight updates 

between layers is a constant of 0.001. The summaries of the 

developed LSTM and GRU model architectures are depicted 

in Fig. III. The output shape and number of parameters in each 

layer can be seen clearly. 

 
(a) 

 
(b) 

FIG. III. THE DEVELOPED (a) LSTM AND (b) GRU MODELS 

Fig. IV provides a complete inside into the test results 

obtained after applying machine learning algorithms in the 

diagnosis prediction. KNN and MLPNN are more satisfactory 

in terms of the TP and TN values, respectively. It has been 

observed that KNN classifies the infected people less 

incorrectly and LR predicts a higher number of healthy people 

as ill in comparison to other algorithms. 

  
(a) (b) 

  

(c) (d) 

FIG. IV. THE CONFUSION MATRICES OBTAINED AFTER 

TRAINING ON THE DATASET USING (a) KNN, (b) LR, (c) SVM, 
AND (d) MLPNN ALGORITHMS 

The direct comparison of the studied machine learning 

algorithms’ performance for the COVID-19 prediction is 

presented in Fig. V. The R2 obtained for the training dataset 

and testing accuracy values show a similar distribution. 

 
(a) 

 
(b) 

FIG. V. THE (a) R2 AND (b) ACCURACY GRAPHICS OF THE 

MACHINE LEARNING ALGORITHMS 
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Fig. VI and Fig. VII provide comparisons between LSTM 
and GRU deep learning algorithms in terms of the most 
important performance metrics “accuracy” and “MSE” for 
training and testing datasets. From the overall comparison, it 
can be observed that both LSTM and GRU have prediction 
accuracy of more than 98% and also offer acceptable 
performance with a loss/MSE of about 1% in both training and 
testing. 

 
(a) 

 
(b) 

FIG. VI. THE OBTAINED ACCURACY RESULTS USING (a) LSTM 

AND (b) GRU ALGORITHMS 

 
(a) 

 
(b) 

FIG. VII. THE OBTAINED LOSS GRAPHICS USING (a) LSTM AND 

(b) GRU ALGORITHMS 

The obtained test results using the different performance 

metrics are presented comparatively in Table IV to give an 

idea about the prediction success of the symptom-based 

COVID-19 diagnosis for each algorithm. All of the used 

algorithms produce promising results with an accuracy of 

above 95%. The results show that GRU having a 98.65% 

accuracy is the best learning algorithm. That is to say, it has 

the highest level of accuracy when compared with KNN, LR, 

SVM, MLPNN, and LSTM. 

TABLE IV THE SUCCESS OF THE ALGORITHMS 
Algorithm Accuracy 

(%) 
Precision Recall F1-score Loss 

(MSE) 

KNN 98.16 0.991 0.987 0.989 0.0184 

LR 95.22 0.963 0.979 0.971 0.0478 

SVM 97.92 0.989 0.985 0.987 0.0208 

MLPNN 98.04 1.000 0.976 0.988 0.0196 

LSTM 98.41 1.000 0.98 0.99 0.0125 

GRU 98.65 0.997 0.986 0.992 0.0126 

TABLE V. COMPARISON WITH DIFFERENT LEARNING 

ALGORITHMS ON THE SAME DATASET 

Reference Algorithms Best 

Algorithm 

 Highest 

accuracy (%) 

[20] J48 Decision Tree, 

Naïve Bayes, SVM, 

KNN, Random 

Forest 

SVM 98.81 

This study KNN, LR, SVM, 

MLPNN 

KNN 98.16 

This study LSTM, GRU GRU 98.65 

Villavicencio et al. [20] has also used the same dataset [29] 

for predicting the COVID-19 infected patients. Table V 

summarizes the performance of the studies on the same dataset 

with different algorithms in terms of accuracy rates. It can be 

observed that LSTM and GRU are provided 98.65% and 

98.41% accuracy success for COVID-19 prediction, 

respectively. The SVM algorithm has an accuracy of 98.81% 

and is the best method reported in [20] for the detection of the 

potential presence of COVID-19. GRU prediction model have 

run 50 epochs and 30 times. According to the results of the 

best run, the model has predicted with the AUROC of 0.97-

0.989 and AUPRC of 0.993 and 0.998 with 95% CI: 97.9% - 

98.7% accuracy, 98.0% - 98.6% recall (sensitivity), and 

95.5% - 99.4% specificity. 

The accuracy, precision, and recall values computed for 

common machine learning algorithms (SVM and KNN) used 

in this study and [20] are compared comprehensively in Table 

VI. The results show that SVM in [20] and KNN in our study 

have better performance than the other algorithms used in each 

study. The better values are produced in our study when the 

same parameters are used for SVM and KNN algorithms. This 

study is achieved a higher prediction accuracy than the study 

of [20] when the polynomial kernel function is used for SVM 
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and the number of nearest neighbors, k is selected as 3, and 

cross-validation is not performed for KNN. 

TABLE VI. A COMPREHENSIVE COMPARISON OF THE STUDIES 

USED THE SAME DATASETS 
Reference Algorithm Accuracy 

(%) 

Precision Recall 

 

[20] KNN (k = 1,10-fold 

cross-validation) 

   98.69 0.987 0.987 

[20] KNN (k = 3, no 

cross validation) 

97.57 - - 

This study KNN (k = 3, no 

cross validation) 

98.16 0.987 0.989 

[20] SVM (Pearson VII 

universal kernel, 10-

fold cross-
validation) 

98.81 0.988 0.988 

[20] SVM (Polynomial 

kernel, 10-fold 

cross-validation) 

95.48 - - 

This study SVM (Polynomial 

kernel no cross-

validation) 

95.48 - - 

This study SVM (Polynomial 
kernel, no cross-

validation) 

97.92 0.989 0.985 

V. CONCLUSION 

This research aims to analyze and estimate the diagnosis 

of COVID-19 based on COVID-19 symptoms using several 

machine learning and deep learning algorithms. KNN, LR, 

SVM, MLPNN, GRU, and LSTM algorithms have been used 

for the COVID-19 diagnostic estimation. This research has 

been carried out on a worldwide available COVID-19 

database for the diagnosis of this viral disease and has shown 

promising results with high accuracy, precision, recall, F1-

score, and MSE. The best performance has been obtained by 

GRU (98.65% accuracy) and the lowest accuracy by LR 

(95.22%). The second-best results in terms of prediction 

success and error rate have been presented by LSTM. 

The results demonstrate the capability of machine learning 

and deep learning algorithms in predicting COVID-19. The 

study shows that using the learning algorithms together with 

other tests such as PCR can be a good alternative in terms of 

increasing the diagnostic accuracy. In the future, this study can 

be extended to address COVID-19 variants in the COVID-19 

health care applications. 
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